Role of local network oscillations in resting-state functional connectivity
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A B S T R A C T

Spatio-temporally organized low-frequency fluctuations (<0.1 Hz), observed in BOLD fMRI signal during rest, suggest the existence of underlying network dynamics that emerge spontaneously from intrinsic brain processes. Furthermore, significant correlations between distinct anatomical regions—or functional connectivity (FC)—have led to the identification of several widely distributed resting-state networks (RSNs). This slow dynamics seems to be highly structured by anatomical connectivity but the mechanism behind it and its relationship with neural activity, particularly in the gamma frequency range, remains largely unknown. Indeed, direct measurements of neuronal activity have revealed similar large-scale correlations, particularly in slow power fluctuations of local field potential gamma frequency range oscillations. To address these questions, we investigated neural dynamics in a large-scale model of the human brain’s neural activity. A key ingredient of the model was a structural brain network defined by empirically derived long-range brain connectivity together with the corresponding conduction delays. A neural population, assumed to spontaneously oscillate in the gamma frequency range, was placed at each network node. When these oscillatory units are integrated in the network, they behave as weakly coupled oscillators. The time-delayed interaction between nodes is described by the Kuramoto model of phase oscillators, a biologically-based model of coupled oscillatory systems. For a realistic setting of axonal conduction speed, we show that time-delayed network interaction leads to the emergence of slow neural activity fluctuations, whose patterns correlate significantly with the empirically measured FC. The best agreement of the simulated FC with the empirically measured FC is found for a set of parameters where subsets of nodes tend to synchronize although the network is not globally synchronized. Inside such clusters, the simulated BOLD signal between nodes is found to be correlated, instantiating the empirically observed RSNs. Between clusters, patterns of positive and negative correlations are observed, as described in experimental studies. These results are found to be robust with respect to a biologically plausible range of model parameters. In conclusion, our model suggests how resting-state neural activity can originate from the interplay between the local neural dynamics and the large-scale structure of the brain.

Introduction

In the absence of stimulation or task execution, a mammalian brain exhibits spatio-temporally organized activity. This so-called resting-state activity was initially revealed by slow fluctuations (<0.1 Hz) of the BOLD fMRI signal (Biswal et al., 1995; Gusnard and Raichle, 2001; Greicius et al., 2003; Fox et al., 2005; Raichle and Mintun, 2006; Vincent et al., 2007; Fox and Raichle, 2007). Across voxels from distinct anatomical regions, the BOLD signal was found to be functionally connected, leading to the identification of robust large-scale resting-state networks (RSNs) (Beckmann et al., 2005; Damoiseaux et al., 2006; Mantini et al., 2007). These findings in the BOLD signal have a number of counterparts in neural activity, in particular in the slow power fluctuations of local field potential (LFP) gamma frequency range oscillations (Leopold et al., 2003; Shmuel and Leopold, 2008; Nir et al., 2008; He et al., 2008; Miller et al., 2009; Schöllvinck et al., 2010). However, both the link between slow activity and fast gamma oscillations, and the neural mechanisms leading to such spatio-temporally structured activity in different RSNs, remain largely unknown.

We address this problem using a modeling approach. Our main hypothesis is that these phenomena emerge from the interplay between large-scale brain structure and the neural dynamics at the local level. We therefore focus on the large-scale network of long-range structural connectivity (SC) in the brain (connection strengths and conduction delays). At each network node, we assume the existence

⁎ Corresponding author at: DTIC-Universitat Pompeu Fabra, C/ Roc Boronat, 138, 08018 Barcelona, Spain. Fax: +34 93 542 2451.
1 These authors equally contributed to this work.

1053-8119/— see front matter © 2011 Elsevier Inc. All rights reserved.
doi:10.1016/j.neuroimage.2011.04.010
of a network of excitatory and inhibitory neurons whose dynamical state is hypothesized to be above the onset of self-sustained gamma oscillations. In a previous study (Deco et al., 2009), using the macaque’s anatomical connectivity (CoCoMac; Kötter, 2004; Kötter and Wanke, 2005) and the dynamically reduced Wilson–Cowan unit model (Wilson and Cowan, 1972) for local node dynamics, this regime of self-sustained oscillations was found capable of reproducing a number of characteristics of resting-state activity. Here, using a similar but simpler oscillator model, we investigate these dynamics in more analytical detail, and we go further by using human cortical SC and comparing our results to empirical functional connectivity (FC) data obtained in earlier empirical studies (Hagmann et al., 2008; Honey et al., 2009). We identify a region of the model parameter space where the simulated FC best matches the empirical FC. In this region, RSNs correspond to partial node clusters with a synchronized oscillatory behavior. Beyond the role of connectivity, we found that delays play an important role in reproducing experimental data.

Methods

Structural connectivity

We use the SC between 66 regions of the human brain (see Fig. 1), downsampled from the high-resolution connection matrix (998 regions of interest (ROIs)) obtained and described in Hagmann et al. (2008), and in Honey et al. (2009). Briefly, following diffusion spectrum and T1-weighted MRI acquisitions, the segmented grey matter was partitioned into 66 anatomical regions according to anatomical landmarks. This was followed by a further parcellation into 998 ROIs. White matter tractography was used to determine which voxel pairs were connected by putative white matter fiber tracts, and to estimate their density and corresponding length, from which the SC was obtained at the ROI level. Since tractography does not give fiber directionality, the connectivity matrix is symmetric at the voxel level. SC was then averaged across 5 subjects. To downsample the SC to 66 regions, the connection strength between two regions was calculated by summing all incoming fiber strengths to the target region, and dividing it by its region-dependent number of ROIs, resulting in a non-symmetric downsampling connectivity matrix. This normalization by the number of ROIs—which have approximately the same surface on the cortex, i.e. the same number of neurons—is required because neuronal activity is sensitive to the number of incoming fibers per neuron in the target region. As the dynamical model of one region already takes into account its internal connectivity, the connection of a region to itself was set to 0 in the connectivity matrix for the simulations (see Fig. 1B). The length $L_{np}$ of the fiber connecting the region $p$ to the region $n$ was calculated as the average length across all the fibers connecting them. The intra-region length was set to 0 (see Fig. 1C). The region order in these matrices was rearranged according to modules with substantially denser connectivity inside specific node ensembles than with the complementary part of the network. We also took into account the network dynamical behavior in this rearrangement (see Section Network dynamics). Homotopic regions in the two cerebral hemispheres were arranged symmetrically with respect to the matrix center.

Empirical functional connectivity

For the same 5 subjects, the BOLD signal was acquired and pre-processed to obtain the empirical FC at the ROI level, which was then averaged across subjects (see Honey et al. (2009) for details). Briefly,
the BOLD signal was acquired for a total of 20 min (TR = 2 s), while the subjects were resting with eyes closed. A number of preprocessing steps were applied to the BOLD time series (see Honey et al. (2009) for details) including the regression of the global signal (Fox et al., 2005). Then, the correlation matrix was calculated to obtain the FC. The downsampled FC between a pair of regions was obtained as the average of all interregional FC correlations at the ROI level.

Neural dynamics model

We simulated the neural activity on a network of \( N \) nodes defined using the previously described SC: the connection strength matrix \( C \) (normalized so that the mean strength is 1) and the fiber length matrix \( L \) which we transformed into a conduction delay matrix \( \tau \) by the choice of a conduction velocity. We defined the mean delay \( \langle \tau \rangle \) by \( \langle \tau \rangle = \langle L \rangle / V \), where \( \langle L \rangle \) was the mean fiber length. In the following and for practical reasons, we used the parameter \( \langle \tau \rangle \) instead of \( V \).

As observations at the BOLD level have been found to have counterparts in the neural activity, in particular in the slow power fluctuations of the LFP in the gamma frequency range (Leopold et al., 2003; Shmuel and Leopold, 2008; Nir et al., 2008; He et al., 2008; Miller et al., 2009; Schölvinck et al., 2010), we investigate here if locally generated gamma activity can induce correlations at the BOLD level. Each local node represents a neural network of excitatory and inhibitory spiking neurons. As we are interested in the effect of the large-scale SC on neural dynamics, we consider, for simplification, these local networks to have internally homogeneous structure. For numerical tractability, we will represent the network dynamics in a reduced manner, that is, at the neural population level. In vivo electrophysiological recordings have shown that neural activity at the population level usually exhibits oscillations with a moderate level of synchrony, in particular in the gamma frequency range (30–80 Hz). In a number of experimental and theoretical studies (Bartos et al., 2007; Brunel, 2000; Brunel and Wang, 2003; Borgers and Kopell, 2003), local neural networks have been shown to exhibit gamma oscillations, and the mechanisms leading to such oscillations are now widely accepted. However, two major dynamical regimes have been found: either the network is in an asynchronous state, where oscillations appear as resonances in the network response and manifest only transiently (Mattia and Del Giudice, 2002; Brunel and Wang, 2003), or the network exhibits self-sustained oscillations (see Borgers and Kopell (2003) for example). Although there is a qualitative difference between these two dynamical regimes, the network could be in one regime or the other when exhibiting a moderate level of synchrony. Following the results from Deco et al. (2009) where the local nodes, modeled as Wilson–Cowan units, exhibited self-sustained oscillations, we assume here that local networks are in this latter regime. In that case, the network intrinsically describes a closed periodic trajectory in phase space, called a limit cycle. When this network receives sufficiently weak inputs, its trajectory is perturbed but remains in the vicinity of this cycle. In this case, it can be shown that the dynamics can be closely approximated by a single dynamical variable: the angle or phase on this cycle. Weak inputs appear as a small perturbation term in the dynamical equation. The resulting node model is a phase oscillator and the network is called a network of phase oscillators (see Fig. 2 for a model illustration). In the same approximation, the influence that one node exerts on another can be written as a 2\( \pi \)-periodic coupling function of the phase difference between the two oscillators, taking into account the interaction delay. Since this function is difficult to evaluate for a neural network, we have chosen its simplest form, the sine function (the first term in the Fourier series). The resulting model is the well studied Kuramoto model (Kuramoto, 1984; Yeung and Strogatz, 1999; Acebrón et al., 2005), which has been used to simulate the behavior of a number of coupled oscillators systems. Denoting by \( \theta_n(t) \) the phase of node \( n \) at time \( t \), it then obeys the following dynamical equation:

\[
\frac{d\theta_n}{dt} = \omega_n + k \sum_{p=1}^{N} C_{np} \sin(\theta_p(t-\tau_{np}) - \theta_n(t)) + \eta_n(t), n = 1, \ldots, N.
\]

\( C_{np} \) is the relative coupling strength from node \( p \) to node \( n \), and is the global coupling strength which scales all connection strengths. \( k \) must be sufficiently small for two reasons: the above reduction to phase variables must remain valid and, due to moderate local neuronal synchrony, the underlying limit cycles must not be destroyed. The delay \( \tau_{np} \) between node \( p \) and node \( n \) is calculated using \( \tau_{np} = L_{np}/V = \langle \tau \rangle L_{np}/\langle L \rangle \). The connectivity and the delay matrices are fixed in their structures: only their scaling can be varied with \( k \) and \( \langle \tau \rangle \), respectively. \( f_0 = \omega_n/2\pi \) is the intrinsic frequency of node \( n \) on its limit cycle, and is drawn from a fixed Gaussian distribution with mean \( f_0 (f_0 = 60 \text{ Hz here}) \) and standard deviation \( \sigma_\theta \). The terms \( \eta_n(t) \), representing the noise received by the local networks, correspond to uncorrelated Gaussian white noise with zero mean \( \langle \eta_n(t) \rangle = 0 \) and variance \( \sigma_\eta^2 / T \), \( \langle \eta_n(t) \rangle \eta_n(s) = \delta_{ts} \sigma_\eta^2 / T \), where \( \delta_{ts} \) is the Kronecker delta, \( \delta(\cdot) \) is the Dirac delta function, \( \sigma_\eta \) is in radians and \( T \) is a given timescale (\( T = 1 \text{ s here} \)). Frequency dispersion and noise, both naturally present in the brain, have been considered in the model for realism, and we will study the robustness of our conclusions with regard to these parameters.

The present model depends on 4 main free parameters: \( \langle \tau \rangle \), \( k \), \( \sigma_\eta \) and \( \sigma_\theta \). After an extensive numerical exploration of this parameter space, we have found the main free parameters to be the mean delay \( \langle \tau \rangle \) and the global coupling strength \( k \), for which we have performed

\[\text{Fig. 2. Graphical representation of the model. (top) Example of 3 time series obtained from } \theta_i(t) = \sin(\theta_i(t)). \text{ (bottom) a set of 3 inter-connected phase oscillators, with delayed interactions } \tau_{np} \text{ where the angle on the circle represents the phase on the limit cycle of self-sustained neuronal oscillations.}\]
an exhaustive parametric study. For biological realism, we also considered the effect of $\sigma_f$ and $\sigma_r$ but, due to their relatively small influence on the behavior of the network in their respective plausible range compared to the 2 other parameters, and due to the high cost of simulating the complete 4-dimensional parameter space, we conducted only a partial parametric study: the influence of large values of these two parameters in the results across the $\langle \tau \rangle$, $k$ plane, and how these parameters influence the results for the chosen working point $\langle \tau \rangle, k \rangle = (11, 18)$ (see Supplementary Figs. 2–5).

Phases were initialized randomly. Furthermore, due to delays, we had to specify the phases for a sufficiently long interval and we did that as in a non-interacting (and non-noisy) network. We always discarded the first simulated 20 s to avoid the results being dependent on initial conditions and we always refer to the remaining simulated time in the following. When exploring the parameter space $\langle \tau \rangle, k$, we simulated the previous system for 300 s. To compare with experimental FC, we simulated for 1200 s (20 min) for the chosen $\langle \tau \rangle, k$ pair. The system of $N$ dynamical equations was numerically integrated with a time-step $\Delta t = 0.1$ ms using an Euler scheme adapted to noise (Platen, 1999)). All calculations were performed using MATLAB (http://www.mathworks.com).

At the global level, the network synchrony can be evaluated by the order parameters $R(t)$ and $\Phi(t)$, jointly defined by

$$R(t)e^{i\Phi(t)} = \frac{1}{N} \sum_{j=1}^{N} e^{i\theta_j(t)}.$$  

$R(t)$ measures uniformity and varies between 0 for a fully desynchronized—or incoherent—state to 1 for a fully synchronized state. For sufficient synchrony, $\Phi(t)$ describes the movement of the oscillator ensemble around the unit circle. We characterize the network dynamics by the mean synchronization level $\mathbf{R}$ and the standard deviation $\sigma_R$ of the order parameter $R(t)$ over the simulated time interval. $\mathbf{R}$ is an index of the global synchronization level while $\sigma_R$ indicates the level of metastability of the network (Shanahan, 2010).

For particular clusters of nodes (see Section Network dynamics), we calculated the order parameters $R_c(t)$ and $\Phi_c(t)$ defined accordingly, where the sum is now performed for nodes belonging to a cluster $c$.

Simulated BOLD and functional connectivity

To relate the simulated local neural activity to the BOLD signal, we used the Balloon-Windkessel hemodynamic model (Friston et al., 2003). For the neurovascular coupling we built on the assumption that the physical quantity whose variations underlie BOLD signal was the firing rate of the local neuronal population, which is the basic quantity associated to the phase model. In the model, the firing rate—$r_n(t)$ for node $n$—fluctuates around a fixed value and these fluctuations are given by a periodic function of the local node phase. As we do not know this function, we have made the simple choice of the sine function, that is $r_n(t) = r_0 \sin(\theta_n(t))$. By definition of the local phase oscillator model, these fluctuations have a fixed amplitude $r_0$. In the simulations, we have considered relatively small amplitude ($r_0 = 1$) so that the Balloon–Windkessel model is linear and is analogue to a linear filter (see Supplementary Fig. 1). In doing so, we prove that our results depend only on the neural activity generated by the model, and not on the non-linearities of the BOLD model.

Note that, using more biophysical and/or neural mass models, a number of neurovascular couplings have been considered in the literature (Kilner et al., 2005; Rosa et al., 2010; Friston et al., 2010). However, due to the simplicity of our model where local dynamics is described by a single variable, fundamentally the firing rate, we have to rely on this variable. However, as we will show later, since the origin for BOLD correlations between nodes relies on their synchrony—or in other words their identity, any variable derived from the rate as input to the BOLD model would have essentially given the same conclusions.

To understand why the BOLD signal is generally correlated for nodes inside the same cluster, as long as it is sufficiently synchronized, we need to decompose the neural activity using the following identity

$$e^{\Delta \theta(t)} = R e^{\theta(t)} + e^{\theta(t)} \left[e^{2i\Delta \theta(t)} - R e^{i\theta(t)} \right]$$

where $\Delta \theta(t) = \theta(t) - \theta_c(t)$ is the relative angle of the node inside its cluster, and we then took the imaginary part to recover $r_n(t)$. The more the cluster is synchronized, the more the absolute value of the first term tends towards 1, and the more the absolute value of the second tends towards 0. Therefore, when the cluster synchrony is sufficiently high, the first term in Eq. (1), which is common for all cluster nodes and is an intrinsic characteristic of the cluster, increases its value relatively to the second one, and the dynamics of different nodes inside the same cluster becomes correlated. The same happens for the low-pass filtered ($\leq 0.35$ Hz) dynamics, which is strongly correlated to the BOLD signal (see Figs. 1C–D in Supplementary Material). Therefore, BOLD signals get correlated inside a cluster when it is sufficiently synchronized.

To compare the model results with the empirical FC, we low-pass filtered ($\leq 0.25$ Hz) and downsampled the BOLD time series at 2 s to achieve the same resolution as in Honey et al. (2009). The low-pass filtering eliminates small and non-physiological high frequency components in the BOLD signal that can induce spurious correlations. Finally, the simulated FC was obtained after regridding the global signal (average over all regions) out of the regional BOLD time series (Fox et al., 2005, 2009), and by computing the correlation matrix. To compare the simulated and the empirical FCs, we calculated the Pearson correlation and the distance between the two matrices only for the structurally connected pairs (to increase the effectiveness of these measures; see Supplementary Fig. 6). Later, for the chosen working point, we used a seed approach and compared the two matrices row by row, calculating the Pearson correlation coefficient between rows, and the corresponding $p$-value. This gives the probability of getting a correlation as large as the observed one when the true correlation is zero. The correlation is significant when $p < 0.05$.

For clarity, all methods used in this paper are summarized in a flowchart shown in Fig. 3.

Results

Structural connectivity

We consider the network dynamics supported by the SC of the human brain (Hagmann et al., 2007, 2008) (see Section Structural connectivity). A geometrical view from above of the considered network is represented in Fig. 1A. The connectivity strength matrix together with the fiber length matrix is shown in Figs. 1B and C, respectively. For each region, the abbreviations corresponding to the indices are indicated in Fig. 1F (see Supplementary Table 1 for the complete list of brain regions). The distribution of strength values decreases sharply (see Fig. 1D and the fiber length distribution exhibits a somewhat bimodal shape (see Fig. 1E). Confirming previous observations about the small-world structure of brain networks (Bullmore and Sporns, 2009), the region reordering (see Section Structural connectivity) revealed a complex community structure of the adjacency matrix. It specifically unveiled the presence of node clusters, which are much more connected inside than outside the cluster to which they belong. As we will demonstrate below, this non-randomness of adjacency matrices together with fiber strength and length, have consequences on the dynamics.
Network dynamics

The matrices of connection strengths and fiber lengths are given by the human SC considered here. After a thorough numerical exploration of the 4-dimensional parameter space for the biologically plausible range of values for $\sigma_f$ and $\sigma_R$, and taking into account the theoretical results about the behavior of the Kuramoto model, we have found that the model exhibits the highest sensitivity to the $$(\sigma_f, \sigma_R)$$ plane. To understand the role of each parameter, we report here the exploration of this plane using $$(\sigma_f, \sigma_R) = (0, 0), (0, 3), (2, 0)$$ and $$(2, 3)$$. We also explore the effects of $\sigma_f$ and $\sigma_R$ in their respective range for the working point we finally choose in the $$(\sigma_f, \sigma_R)$$ plane.

The behavior of the Kuramoto model has been described theoretically essentially as a function of the global coupling strength $k$ (Acebrón et al., 2005). For large $N$, the global coupling exhibits a critical value $k_c$ for which the network exhibits a synchronization transition between an incoherent motion of the oscillators ($k<k_c$) and partial synchrony ($k=k_c$). This transition is described by the order parameter $R$ that measures the network synchrony level. It jumps from zero, below $k_c$, to a positive value, above. For small $N$, i.e. for a finite-size network, $R$ is usually never null, and there is a similar but smoother transition in the behavior of $R$ as a function of $k$. In the following, the region below the critical coupling will be called the incoherent region.

In (Lee et al., 2009), the case of a delay distribution (in particular, a gamma distribution) was addressed theoretically for an infinite network with homogeneous coupling. In that case, the critical value $k_c(\langle \tau \rangle)$ was found to be an increasing function when the delay distribution was sufficiently large compared to its mean, meaning that synchrony requires higher coupling as the mean delay increases. Despite high heterogeneity of the finite-size human SC observed here, the smoother transition towards synchrony draws a line of similar shape (see Fig. 4A). In particular, for sufficiently small delays, the network synchronizes even for a very weak coupling. Similarly to the theoretical case, as the mean delay increases, synchrony fades away, and the network needs increasingly higher coupling to synchronize.

In general, a network state, as described by the order parameter $R(t)$, is never found to be stationary, with all oscillators always having the same frequency. There is a continuous relative movement between oscillators, which manifests itself in the standard deviation $\sigma_f$ of the order parameter $R(t)$, as shown in Fig. 4B. For sufficiently large coupling but below the synchronization transition, $R(t)$ exhibits large fluctuations (as illustrated in Fig. 5A middle) and the standard deviation $\sigma_f$ is the highest. The dynamics is the most irregular in this region, similarly to what has been found for a finite-size Kuramoto network with full connectivity and no delays (Popovych et al., 2005).

Due to the heterogeneous connectivity of the SC (see Methods 2.1 and Fig. 1), in this intermediate region, subsets of nodes—that we will name clusters in the following—exhibit a high level of synchrony while the global synchrony value is still low (see Fig. 5 middle). This represents an intermediate regime between incoherence and global synchronization. For this reason, the transition to synchrony was found to be less abrupt than for homogeneously or randomly coupled networks as predicted by theory (data not shown). In this region, the nodes of a cluster are entrained by the cluster but still move relative to it, explaining the temporal fluctuations of the cluster synchrony levels (see Fig. 5 middle). As coupling increases, clusters progressively merge to form bigger clusters, finally merging into a single one (see Fig. 5 right).

Even if network oscillations in the same frequency band are observed across brain areas, usually there is some discrepancy in their peak frequency. For the gamma band considered here, we modeled the dispersion of frequencies around $60$ Hz as a Gaussian distribution, such that $\sigma_f<5$ Hz. When we consider noise, we limit ourselves to $\sigma_R<3$ rad so that noise-induced fluctuations are sufficiently weak so as not to perturb too strongly the dynamics around the limit cycle. In their plausible range, both frequency dispersion and noise, either considered separately or simultaneously, are found to have a small effect on the dynamics. Indeed, the qualitative features of the dynamics are preserved, such as the formation of clusters for sufficient mean delay and intermediate coupling. Moreover, the mean and the fluctuations of the order parameter behave very similarly to the case where $$(\sigma_f, \sigma_R) = (0, 0)$$ in the whole $$(\langle \tau \rangle, k)$$ plane (see Supplementary Fig. 2). Particularly, the regions of small mean delay or high coupling still exhibit synchrony. In the parameter space region where individual clusters or the whole network synchronize, the robustness of

![Fig. 3. Flowchart illustrating all the methods employed here to go from the empirical SC to the simulated FC, as explained in Methods. (Orange) experimental inputs, (green) simulated data, (blue) processes, and (yellow) free parameters.](image-url)

![Fig. 4. Global dynamics in the mean delay and global coupling parameter space. A. Global level of synchrony measured as the mean of the order parameter $R$. B, Standard deviation of the order parameter $\sigma_f$. The dynamics of the points highlighted with black rectangles are shown in Fig. 5.](image-url)
the frequency to frequency dispersion or noise perturbations is due to
the fact that nodes are attracted towards a cluster or the network,
respectively. Overall, these results show that the spatiotemporal
organization of the network dynamics is quite robust to the local
dynamics characteristics and reinforce the importance of SC in the
dynamical organization of the network.

Resting-state functional connectivity

The fMRI BOLD signal is intrinsically a low-frequency signal due
to the temporal scale of the hemodynamic response function. Simi-
larly, the Balloon/Windkessel model of Friston et al. (2003), which
estimates the BOLD signal from a given neural activity, gives a low-
frequency BOLD signal (see Section Simulated BOLD and functional
connectivity for the subsequent filtering of non-biological residual fast
fluctuations). The model first calculates the blood flow using a low-
pass filter up to approximately 0.5 Hz (see Supplementary Fig. 1A)
before calculating the BOLD signal using a nonlinear model. The blood
flow fluctuations are therefore proportional to the neural activity
amplitude $r_0$. For the amplitude we have used in the simulations
($r_0 = 1$), we have verified that the blood flow fluctuations remain
relatively small (see Supplementary Fig. 1B), so that the Balloon/
Windkessel model behaves as a linear filter. Consequently, our results
at the BOLD level are not linked to non-linearities of the BOLD model
but emerge from the properties of the neural activity. The low-pass
filtered ($<$0.35 Hz) simulated neural activity correlates strongly
($r = 0.88$) with the corresponding simulated BOLD signal, with a lag
corresponding to the time-to-peak of the correlation function (see
Supplementary Figs. 1C–D). Therefore, finding correlations in the
BOLD signal is similar to finding these correlations in the slow
fluctuations of the neural activity. In the regions of the $(\tau, k)$ plane
where the network synchronizes or is fully incoherent, the dynamics
is too regular and fast, and therefore the BOLD signal has a small
amplitude and power. On the other hand, in the intermediate region,
the irregularity of the neural activity creates significant power at low
frequency and consequently in the BOLD signal.

To identify the region of the parameter space where the model
best reproduces the empirical FC, we computed the Pearson cor-
relation and the distance between the empirical and the simulated FC
matrices (see Fig. 6A). Both indicators are complementary as each
has its own limitations. In doing so, we only took into account the
FC for directly connected pairs of regions since these were essentially
the ones that varied substantially across the parameter space (See
Section Simulated BOLD and functional connectivity and Supple-
mentary Fig. 6). The region of simultaneous large correlation and small
distance corresponds to a subregion of the incoherent region where
dynamical clusters of nodes appear. It coincides with a mean delay
between 9 and 14 ms. For a given point in this region, the correlation
matrix of neural activity (see Fig. 6B left, where $(\tau, k) = (11, 18)$)
clearly exhibits blocks of large positive correlation, revealing the
existence of synchronized clusters. When comparing with the BOLD
correlation matrix (see Fig. 6B right) we see that the BOLD signal can
be correlated between the nodes of a cluster. However, cluster syn-
crony is not sufficient to induce BOLD correlation: this is the case
only when synchrony is sufficiently high and nodes follow tightly the
cluster movement.

Why is the agreement between simulated and empirical FC best in
the region where clusters form? The highest empirical correlations
are mainly to pairs linked by direct SC (Honey et al., 2009).

The best agreement occurs when the simulated correlation is also high
for these pairs. In Fig. 6C, we have plotted the correlation between
the low-pass filtered ($<$0.35 Hz) node dynamics and the cluster dynamics
to which a node belongs (using the first term in the right hand side
of Eq. (11)). As $k$ increases (from left to right), clusters synchronize,
and the slow dynamics of nodes in the same clusters—and therefore
BOLD signals—become correlated. Finally, since a substantial part of
the connected pairs of regions are located in the same clusters, this
explains the best agreement with empirical FC in this region.

At the network dynamics level, FC remains remarkably stable
when frequency dispersion and noise are considered. This is true over
the $(\tau, k)$ plane, except in the region of high synchrony correspond-
ing to small delays or high coupling when noise is considered (see

Fig. 5. Cluster dynamics for $k = 2$ (left), 18 (middle) and 60 (right), with $(\tau) = 11$ ms (highlighted in Fig. 4). A, Global synchrony level $R(t)$ (black) and cluster synchrony level $R_{c}(t)$ (each color represents a subset of nodes, corresponding to a cluster seen at $k = 18$) as a function of time. B, Cluster phase $\Phi_{c}(t)$ relative to the global network phase $\Phi(t)$ as a function of time. C, Snapshot of node phases at $t = 250$ ms (nodes have the color of the cluster to which they belong). Inside the circle and for each cluster, we represent the corresponding order parameter using a vector whose length is $R_{c}(t)$ and phase $\Phi_{c}(t)$. As $k$ increases, clusters go progressively from incoherence (left) to cluster synchrony (middle) until reaching global synchrony (right).
In the center of the region of best agreement with empirical FC, i.e. the region where synchronized clusters appear, we have selected the working point \( \tau = 11 \) ms and \( k = 18 \). This corresponds to a transmission speed of 6 m/s, which is in the physiologically realistic range of propagation velocities (around 5–20 m/s) for the adult primate brain according to Ghosh et al. (2008a). For increased biological realism, we added noise with \( \sigma_n = 1.25 \) rad. A detailed comparison between the simulated and the empirical FC for this working point is presented in Fig. 7. In Figs. 7A–B, we present the SC, the empirical FC and the simulated FC with all other network regions for three seeds, two from the Default-Mode Network (DMN), the right precuneus (rPCUN) in Fig. 7A (top) and the left posterior cingulate cortex (IPC) in Fig. 7B, and one from a distinct network, the left cuneus (ICUN) in Fig. 7A (bottom). In Fig. 7C, we can see that the correspondence between seed maps, given by the Pearson correlation between simulated and empirical FCs for a given seed, is significantly high for all seeds. As previously reported in Honey et al. (2009) we see that, in general, FC is positively correlated with SC for directly connected node pairs. Furthermore, the simulations predict many of the details in the pattern of the empirical FC between DMN regions along the medial axis. On the other hand, correlation maps of more distant seeds are less well predicted (see Supplementary Fig. 6). It is important to mention that, beyond the model quality—i.e. the way the dynamics at the local node level is modeled—results also depend crucially on the quality of the SC matrix. Some fiber tracts, for example long inter-hemispheric connections between lateral cortices, are likely missing due to the limited resolution of current imaging techniques (Hagmann et al., 2008). These missed pathways have direct repercussions on the model results. Also, the fact that empirical FC has smaller values than the simulated one is due in part to the effect of averaging while down-sampling the high-resolution empirical FC.

Regarding the patterns of correlations outside clusters, an analysis of the model dynamics is difficult to obtain, since different clusters seem to interact in a non-trivial way (see Fig. 5B middle). From this, it is difficult to infer if two different clusters will lead to correlated or anti-correlated BOLD signals. However, a comparison between patterns of correlations in the empirical and simulated FC can be done. In Fig. 8 we checked if the model could reproduce anti-correlated networks as observed in Fox et al. (2005). Indeed, the IPC seed exhibits positive correlation \( r = 0.5 \) with the left superior frontal (lSF), and negative correlation \( r = -0.3 \) with the left lateral occipital cortex (lOCC) in the model. This result agrees with the empirical measures. In particular, these correlations can be seen directly in the simulated BOLD signal time series of the 3 seeds (Fig. 8 bottom).

Discussion

In this study, we propose a large-scale neural network model to explain the origin of spatiotemporal patterns of slow fluctuations observed in the BOLD signal during rest, in other words the RSNs. As BOLD observations have been found to have counterparts in the neural activity, in particular in the slow power fluctuations of the LFP in the gamma frequency range (Leopold et al., 2003; Shmuel and Leopold, 2008; Nir et al., 2008; He et al., 2008; Miller et al., 2009; Schöllvinck et al., 2010), we investigate here if local gamma activity alone can induce correlations at the BOLD level. In vivo electrophysiological studies have reported the existence of oscillations in this frequency band and much experimental and theoretical evidence supports that gamma oscillations are generated at the level of local neuronal populations. In our model, we further assume that each node spontaneously exhibits sustained gamma oscillatory activity. We have used here a simple model—the Kuramoto model—whose behavior has been rather well studied theoretically in simpler parameter settings (Kuramoto, 1984; Yeung and Strogatz, 1999; Acebrón et al., 2005). In the present study, BOLD fluctuations are found to correspond to the
slow part of the neural activity. To constrain the model, we calculated
the simulated FC and compared it to the empirical one. After
numerically exploring the parameter space, we have identified a
region where the simulated FC best matches the empirical one. In this
region, delimited by an interval of sufficiently high coupling and
realistic transmission delays, partial clusters of well-connected nodes
exhibit a significant level of synchrony, while the global network is
still in a globally incoherent regime. Inside a cluster, the BOLD signal is
correlated between nodes because of the existence of sufficiently
strong cluster synchrony. This leads to a shared part of the dynamics
between the nodes even if the cluster itself, as characterized by the
behavior of its order parameters, has non-stationary dynamics. In this
region of intermediate coupling in the incoherence region, we also
find irregular dynamics, which induce a wide spectrum in the node
dynamics, and is at the origin of the power found at very low
frequencies, in particular in the frequency range characteristic of the
BOLD signal. Note that this type of dynamical behavior is not
surprising for the model considered here, as high-dimensional
nonlinear dynamical systems generally exhibit some degree of
chaoticity. In this respect, an earlier study of a finite-size Kuramoto
model, with full connectivity and without delays, has demonstrated
the existence of chaos in the incoherence region (Popovych et al.,
2005). Therefore, in the model, the RSNs are instantiated in this region
of intermediate coupling and delays by these sufficiently synchro-
nized clusters. Between clusters, we also found patterns of positive
and negative correlations that reproduced observed empirical
patterns. Although the patterns of FC are largely dependent on the
SC, as noticed in the empirical data (Honey et al., 2009; Bullmore and
Sporns, 2009), they also emerge from the interplay of SC and local
oscillatory dynamics. Beyond the role of the connectivity matrix, the
delay matrix was also found to play a major role in preventing the full
synchronization of the network. Actually, the network globally
synchronizes when the mean delay is too small, even when biologically plausible dispersion of intrinsic frequencies and noise
level are considered.

Moreover, the region of best agreement with empirical FC was
obtained when the mean delay was above a certain bound (about 9 ms
here). All these results were found to be robust to the dispersion of
intrinsic frequencies and to noise, both important sources of variability.

The agreement of the model results with the empirical data depends
not only on the type of dynamics and on the precise mathematical
model that we have considered at the local level, but also on the quality
of the SC. Although the empirical FC is related to the actual brain
dynamics, errors in the measurement of SC can obscure actual con-
tributions of SC to FC. For example, very few inter-hemispherical
connections were detected between regions outside the cortical midline
(Fig. 1B). Diffusion imaging and tractography have difficulty detecting
actually present structural connections when tracking small fibers
perpendicular to major fascicles, and across the corpus callosum. These
missing connections may be responsible for the lower agreement be-
tween empirical and simulated FC when the seed is not placed in or
near to medial cortical regions. Other brain regions not captured in the
structural scans (e.g. the thalamus) might also have an important role in
shaping FC. Still, despite methodological limitations and using only
cortical SC, we have been able to identify a number of important features
of the empirical FC.

Previous modeling studies have investigated the brain's neural
dynamics during rest and the relationship between SC and FC in this
behavioral state, using similar large-scale networks but with more
biologically detailed models for the node dynamics. In these cases, all
conclusions were based on numerical simulations, and no analytic link
to a theoretical understanding of the network dynamics in simple
parameter settings (as shown here) was possible. In Ghosh et al.
(2008a, 2008b) and Knock et al. (2009), using the CoCoMac database

![Fig. 7. Comparison between SC, empirical and simulated FC for the working point \((\langle \tau \rangle, k) = (11, 18)\). A, Representation on the cortical surface of the SC (top), empirical (middle) and
simulated FC (bottom) maps, for the seeds rPCun (above) and ICUn (below) (seed location indicated by a light blue star). B, SC, empirical and simulated FC for the seed IPC. C, Pearson
correlation between empirical and simulated FC for each individual seed. This demonstrates that the model reproduces many details of the empirical FC.](image-url)
of the macaque's anatomical brain connectivity (Kötter and Wanke, 2005), a downsampled human SC and a two-dimensional reduced model for the node dynamics including damped alpha oscillations at the local level, slow fluctuations were believed to be induced by noise. This noise led to excursions of neural activity in the vicinity of the stable equilibrium state of the brain network, inducing patterns of alpha waves across the brain network. In Honey et al. (2009), using the high-resolution human SC and a neural mass model at the local level, a similar performance in the comparison with empirical FC as with our model was obtained, but no theoretical explanation for the nature of slow fluctuations was presented. In Deco et al. (2009), Wilson–Cowan units were used at the local level with the CoCoMac connectivity, and the model exhibited similar sustained oscillatory behavior as described here. The network was divided a priori into two node communities using a modularity algorithm. What was found was that the synchrony levels of these communities fluctuated in an anti-correlated way under the influence of noise, reproducing experimental observations (Fox et al., 2005). Without the availability of empirical FC for the macaque, the latter model could not go deeper in the analysis, and also did not really address the question of how the BOLD of local nodes gets correlated. Therefore, the goal of the present study was to address all these questions in more detail, using the same dynamical scenario. In the model of Honey et al. (2009), the complex node model did not allow for a good understanding of the origin of the global dynamics. In the other models, either damped oscillations (Ghosh et al., 2008a, 2008b; Knock et al., 2009) or sustained oscillations like here (Deco et al., 2009) were hypothesized at the local level and, even if the dynamics might be mainly linear in the first case, the dynamics was intrinsically nonlinear in the latter. However, in all cases, connectivity, delays and noise were found to be important to reproduce features of the empirical FC, and among them RSNs. For the present model, we find that noise is not necessary to create slow resting-state fluctuations. However, this result does not contradict the results in Deco et al. (2009) as noise was found to play a role in the interaction between clusters, a question that does not overlap with our study.

This study suggests several lines of future research. Although the situation considered here remains too complicated for an analytical treatment, our results predict that the network dynamical behavior we have described could be the origin of fluctuation patterns observed in the BOLD signal during rest. These results emphasize the need for a deeper understanding of the dynamics of phase oscillator networks for complex networks, such as those encountered in the brain. Beyond understanding cluster formation and the emergence of correlations in the slow node dynamics inside clusters, the way these clusters interact and how correlations or anti-correlations emerge between clusters remain unknown. Addressing these questions in future research may help comprehend the organization of neural dynamics at the brain level.

At a broader level, existing models of resting-state activity have considered quite different model dynamics at the local level but, despite their differences, they have shown a degree of agreement with experimental data. This suggests an important role of SC in the generation of FC. As an example, the DMN is known to represent a highly and densely connected subnetwork within the cortex (Hagmann et al., 2008; Honey et al., 2009). However, as we show here, the simulated FC is a priori the product of the interplay between SC and the local dynamics. Therefore, improving human connectome data will definitely bring progress to this research field. In future studies, it will also be important to go beyond the BOLD signal in the comparison with experimental data, in the direction of reproducing the more recent experimental findings at the neural activity level (Leopold et al., 2003; Shmuel and Leopold, 2008; Nir et al., 2008; He et al., 2008; Miller et al., 2009; Schölkopf et al., 2010), where neural activity markers of RSNs have begun to be unveiled (Jebi et al., 2010). In doing so, we will better understand the relationship between spontaneous activity at the local and at the global brain levels.
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