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Computational models of the brain: From structure to function
Introduction

A graduate student entering physics would invariably be equipped
with a strong grasp of quantum theory and the theory of relativity—the
theories representing the two ends of the cosmological divide—as well
as their historical development, principle premises and known limita-
tions. Likewise, junior scientists studying phenomena in the interme-
diate scales enter their fields well-versed in theoretical frameworks
such as the second law of thermodynamics (statistical mechanics), the
Navier–Stokes equations (fluid mechanics) or the theory of molecular
kinetics (chemistry), each being inexorably linked to advancingfields of
mathematics. Science in these fields progresses by testing the extant
theories, hence employing empirical research primarily to refine or
refute these prevailing paradigms. At the heart of these endeavours is a
principle objective to develop fundamental mechanistic models of the
processes that govern observable phenomena and, in doing so, to unify
apparently diverse phenomena.

The situation in neurosciences is fundamentally different. Over-
whelmingly, the emphasis is on learning experimental methods, with a
corresponding focus on undertaking and reporting empirical research.
Neuroscience papers are judged, not by their reference to a theoretical
framework, but primarily on their empirical merits, novelty, and
robustness of analysis. This is particularly true of research into large-
scale neural phenomena, such as functional neuroimaging data, and
hence the subjectmaterial of a journal likeNeuroImage. It is not only that
computational models play a subordinate role, but more that tradition-
ally their role has not been articulated at all. There do, of course, exist
explanatory frameworks in the imaging and cognitive neurosciences,
and these clearlyplay a critical role in the formulation of hypotheses and
hence in the progress of science. However, for reasons we argue below,
these frameworks may be more accurately thought of as heuristics
rather than as computational models traversing spatial and temporal
scales of organization. Fundamentally, the latter act to explain observed
data without recourse to a deeper unifying theory that not only extends
beyond a single neurocognitive domain, but perhaps also beyond
neuroscience itself. Likewise, there exist powerful analyticmodels of the
data, like the ubiquitous general linear model. However, these are
perhaps better described asmodels that span the expected data space to
facilitate valid statistical inferences, not models of the underlying
generative process in the brain.

Given the complexity of the subject matter in neurosciences and the
corresponding need to develop advanced experimental techniques—
together with the traditional focus in the physical sciences on simple,
isolated phenomena—such an empirical focus is very well justified and
indeedanecessaryhistorical stage. Is it possible, however, that advances
in the mathematics of complex systems and the explosion of readily
available computational resources are challenging this status quo?Will
computational models of the brain—that address the generation of
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neuronal activity—play an increasingly central role in all branches of
neurosciences, including neuroimaging? The rapidly increasing body of
research in this field, and the increasing prominence of neurosciences in
schools of mathematics and physics suggest this may be so.

The objective of this Special Issue of NeuroImage, Computational
Models of the Brain is to highlight research into generative models of
neuronal activity that link empirical data and cognitive operations.
These endeavours are organised around four invited reviews, which
we now overview.

Candidate theoretical frameworks

At their most fundamental level, theoretical frameworks in the
physical sciences can all be written as mathematical forms in calculus:
Their state variables (e.g. fluid velocity) and parameters (e.g.
viscosity) have explicit quantifiable values whose temporal evolution
and spatial interdependence obey deterministic laws derived from the
physical properties of the system of interest. An illustrative example is
the foundation of classical mechanics, namely Newton's second law
F=ma, or more formally,

dv
dt

=
F
m

:

which expresses the acceleration of a particle. This simple equation
introduces the distinction between a system's state variables (velocity
v as a function of time t) fixed parameters (mass m) and external
forces F. Given knowledge about parameters and external forces, this
equation can be integrated over time to predict the evolution of v from
any particular value v0. However, when modelling a system such as
the cortex, which evolves in time and space, it is necessary to have
corresponding spatial and temporal derivatives. The spatial derivative
expresses a form of coupling between its microscopic elements (say
the neurons), which may equivalently be expressed by other means
such as an integral operation. A direct example of Newton's second
law expressed in space and time is found in the viscous, incompress-
ible fluid where particles of fluid move relatively freely, albeit
constrained by the viscous forces between them. Their motion is
governed by the Navier–Stokes equation, written as,

ρ
∂v
∂t + v⋅ ∂v∂x

� �
= −∂p

∂x + μ
∂2v
∂x2

+ f

where v=v(x, t), the velocity of the fluid at position x and time t, is
the principle state variable. The quantities, ρ (fluid density), p
(pressure) and µ (viscosity) parameterize the flow in a particular
setting. F denotes external forces (such as gravity). This equation
hence details the expected influence of pressure, density and viscosity

http://dx.doi.org/10.1016/j.neuroimage.2010.05.061
http://dx.doi.org/10.1016/j.neuroimage.2010.05.061
http://www.sciencedirect.com/science/journal/10538119


728 Editorial
on fluid flow and its spatial gradient and is strictly speaking an
expression of the conservation of momentum.

One may ask, what is an equation for incompressible fluid doing in
NeuroImage? Several features of this equation are of general interest
and conceptually very instructive for models of large-scale neuronal
systems. The central one is that although a fluid is composed of many
millions of constituents parts (atoms/molecules) each reacting to
purely local forces, the motion of the fluid is modelled at the
macroscopic scale as a single, spatially continuous entity. That is, the
individual motion of particles within the fluid are not of central
importance. Rather their expected collective behaviour is modelled to
obey the governing process, namely Newton's second law. The same is
true of the very successful approach to modelling gas, diffusion,
magnetization and a host of othermacroscopic phenomena in physics.
A related feature is that solutions to these equations typically exhibit a
bewildering array of dynamic forms, including those with very high
entropy, those with high order and those in between—such as
turbulence—with dynamical structures at many spatial and temporal
scales. That is, there is a one-to-many mapping between the algebraic
form of the equation and the dynamical flows which ensue.

The principle ofmodelling the collective, aggregate “motion” of the
many million individual components of a system has an obvious
relevance in neuroscience, where computational and theoretical
considerations argue against brute force attempts to model every
individual neuron in even a small patch of neuronal tissue. This
approach was pioneered in neuroscience by a variety of independent
researchers including Wilson and Cowan (1972), Amari (1975),
Freeman (1975), and Nunez (1975). It has received a wave of
increasing attention again in the last decade, which has allowed the
underlying theoretical and physiological grounding to be detailed
with increasing accuracy (Jirsa and Haken 1996, 1997, Robinson et al.,
1997, Liley et al., 2002, Coombes 2005, Deco et al., 2008, Daunizeau
et al., 2009, Knock et al., 2009; Roberts and Robinson, 2008). The
invited review by Coombes (2010) in the present issue provides a
succinct overview of this field together with a tantalising presentation
of some of the field's recent, striking accomplishments. These include
the onset of oscillatory activity through temporal bifurcations and the
emergence of large-scale spatial patterns through long-range syn-
chronies—all of enormous current interest in neuroscience, and all
couched within the framework of partial different equations for
macroscopic neuronal fields. They take the general form,

D⋅V x; tð Þ = Fa V x; tð Þð Þ

where D is a differential operator containing spatial and temporal
derivatives acting on the local mean neuronal states V expressed in
space x and time t, and a is vector of parameters.

The notion of a neural field embodies the concept that the activity
of individual neurons is partly subordinate to the large-scale
fluctuations in activity in which it is immersed, mediated by the
appearance of coherent local synaptic inputs that the local field
entails. Such “mass action” models—which have strong empirical
founding (e.g. Hasenstaub et al., 2007)—form an important compo-
nent of almost a third of the original research papers that appear in
this special issue. These include the use of these models to understand
the appearance of rhythmic behaviour in the cortex through detailed
physiological considerations (e.g. Ziegler et al., 2010; Ursino, 2010;
Molaee-Ardekani et al., 2010) or bifurcation analysis (Spiegler et al.,
2010)—the study of sudden, discontinuous changes in activity
following only incremental changes in the system's parameters.

Dynamic and stochastic influences

Whilst these contributions concentrate on the deterministic forces
shaping large-scale neuronal activity, there is of late, an increasing
appreciation for the role of stochastic influences on neuronal activity
(Faisal et al., 2008, Ghosh et al., 2008) and behaviour (McIntosh et al.,
2008). These forces can be seamlessly introduced into neural field
models through addition of appropriate stochastic terms,

D⋅V x; tð Þ = Fa V x; tð Þð Þ + η tð Þ

although the impact of these terms is by no means trivial. The invited
review in the present issue by Braun and Mattia (2010) provides an
intriguing account of this theoretical framework in which determin-
istic and stochastic influences can be undertaken in a unified
framework. In particular, they consider a dynamical landscape that
enables a system to exhibit multistability—different, co-occurring
weakly stable modes of activity—and the role of noise in selecting
which of these attractors should be expressed at a given time
according to the system's spontaneous activity, or as selected
according to biased inputs. Although they focus on activity in
perceptual networks, and hence perceptual multistability, we believe
that this approach has deep and fundamentally unifying potential
across all cortical systems and is the key conceptual development that
will facilitate a stronger mathematical foundation for neuroscience.

In a related vein, Lu et al. (2010) consider the role of stochastic
processes in neuronal fields, extending the original contribution by
Amari, noted above.

From dynamics to computation and function

The invited review by Friston and Dolan (2010) pick up on these
developments, whilst also highlighting several other important
emerging themes in computational models of the brain. The first
concerns the crucial link between neuronal states and cognitive
function. It is at this point, that an easy metaphor from the physical
sciences threatens to break down because physics is concerned with a
physical description of a system's activity, not its function. Friston and
Dolan hence consider generativemodels of brain function that are cast
in purely functionalist terms, focussing on optimal control and
decision (game) theory. Two crucial aspects are noted—firstly that
the models that are employed provide a mechanistic account of
neuronal computations and the latent (mental) states that they
represent, thus drawing a clear distinction between work in this field
and the traditional domain of artificial intelligence. Secondly, they
discuss recent trends in designing fMRI experiments to explicitly test
these formal constructs, hence providing a link between conceptual
and experimental work. Other contributions to the present issue that
consider functional aspects of computational modelling include
Roggeman et al. (2010), van Overwalle (2010) and Mavritsaki et al.
(2010). For example Golfinopoulos et al. (2010) employ computa-
tional models to advance the employment of functional neuroimaging
data for the purposes of understanding speech acquisition and
production, whereas Schwabe et al. (2010) consider models of
neuronal firing rates in the visual cortex to explain non-classic
extra-receptive field effects of visual contrast. Peters et al. (2010) also
address the issue of extra-receptive field visual effects and propose a
neuroinformatics platform for a common representational “brain
space” for the purpose of optimising the confluence of computational
and experimental neuroscience. Rigotti et al. (2010) consider a
mapping between the sequence of attractors expressed in the
amygdala and orbito-frontal cortex and a routinized pattern of
sensory inputs as the basis for contextual representation of spaces.

Using data to make inferences over model space

A frequent criticism of computational neuroscience models is that
they are high dimensional and highly parameterized, rendering their
direct use in experimental settings problematic. Friston and Dolan
also review research which links computational models of the brain
and empirical data, focussing here on Dynamic Causal Modelling
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(DCM). They showwith important further analysis, this challenge can
be readily overcome. The first extra requirement is a forward model
that links neuronal activity—mean local firing rates etc—to observa-
bles—such as local changes in the BOLD signal or extracranial currents.
Several other contributions to the Special Issue deal with forward
models, including those of Deshpande et al. (2010), Zheng et al.
(2010) and Quiros et al. (2010).

In addition, one requires a means of selecting among competing
models—penalising those complexmodelswithmany freeparameters—
and a means of performing an estimation of the likely values of those
parameters. DCM employs a Bayesian framework that enables estima-
tion and selection of potentially numerous underlying neural field
models. Reflecting the growing awareness of the utility of this approach,
several contributions to the Special Issue also tackle computational
aspects of DCM, including its roproducibility and use in elucidating
structure–function disturbances in Parkinson's disease (Rowe et al.,
2010) and schizophrenia (Dima et al. 2010). Babajani-Feremi et al.
(2010) present a complimentary approach to multi-area neural mass
modelling and data inversion.

Structural attributes underlying the brain's computations

The structural attributes of the brain, and the role of these
architectures in constraining neuronal activity, is a subject of
considerable ongoing research activity (e.g. Honey et al., 2007, 2009,
Stephan et al., 2009, Knock et al., 2009, Rubinov et al., 2009) and a
special issue on computational models that failed to highlight this
area would be amiss of the mark. In their invited review Honey et al.
(2010) directly address the central issues in this area by posing the
question, “Can structure predict function in the human brain?” They
review both empirical findings from the microscopic to macroscopic
scale that evidence direct correspondences between structural
linkage and dynamical correlation and clear perturbations of these
in several candidate clinical disorders. They also note that large-scale
computational models can now combine neuroanatomical and
physiological connectivity data with unprecedented comprehensive-
ness and detail. The scientific significance of these models grows in
tandemwith the accumulation of highly-resolved neural connectivity
data, including the recently NIH-sponsored Human Connectome
Project (U54) and the rapid emergence of network-based measures
of structural and functional cortical connectivity (Rubinov and Sporns,
2010).

The relationship between brain structure, neuronal activity and
cognitive activity is a theme that occupies a significant number of
other contributions in this Special Issue. Giacomantonio et al.
(2010) employ a computational model of the formation of
activity-dependent maps of the visual world in the visual cortex
to predict the effect of restricted orientation rearing on the
topology of the visual cortex. They hence propose a variety of
empirically testable perturbations of the normal map layout. Gollo
et al. (2010) consider the unique structural configuration of
corticothalamic connections and bring insights from time delayed
systems in the physical sciences to show how this configuration
might generate zero-lag synchrony between distant cortical areas.
They further show how changing the balance of intra-thalamic
inputs can in turn control the spatial expression of corticothalamic
synchrony and hence the computational attributes of the cortex.
Ponten et al. (2010) employ a neural mass model to understand
the relationship between the topology of structural and functional
networks in the healthy brain. Pons et al. (2010) extend this
approach to understand changes in this relationship in the ageing
brain.

Other contributions employ a computational approach in order
to understand the expression of neuronal activity at different spatial
scales and their relationship to underlying anatomical connectivity.
This includes the differences between multi-unit recordings and
local field potentials (Mattia et al., 2010), spike rates and oscillatory
activity in LFPs and the EEG (Mazzoni et al., 2010), and multimodal
EEG and fMRI data (Lei et al., 2010). Stratton and Wiles (2010)
study networks of spiking neurons to show that sustained and
complex activity critically depends upon both synaptic plasticity
and a mixture of short and long-range axonal connections. Smith et
al. (2010) study the relationship between structure and function in
the motor system and employ a data inversion approach in order to
optimise the anatomical specification of the appropriate model.
Discussion: what is a computational model of the brain?

Shortly following the call-to-papers for this special issue, it became
apparent from the range of submissions we received that our
understanding of a computational model of the brain was not defined
sufficiently clearly. We did receive numerous papers detailing a range
of computational techniques for the analysis of functional and
anatomical neuroimaging data. We hence adopted a working
definition for the Special Issue that required contributions to be of
clear relevance for generative models of neuronal activity, either
through directly studying such models, understanding their role in
the integration of empirical data, or investigating the relationship
between anatomical and functional topologies. Given their direct
importance to generative models, we did also include biophysical
forward models that allow a principled mapping between model
space and empirical data. Contributions that were concerned
primarily with novel techniques for the analysis of empirical data
were referred back to the regular portal of NeuroImage and we do
apologize for any confusion in these regards. Of course, there also
exists an enormous field of computational research that primarily
addresses activity at smaller scales. Due to the scope of NeuroImage
we naturally restricted the domain of the Special Issue to papers that
addressed neural systems and networks, or the relationship between
micro-, meso- and macroscopic scales of organization, function and
measurement.
Conclusion

The complexity of the neurosciences and the traditional onus in
mathematics towards descriptions of simple phenomena provides
ample explanation for the traditional bias in neuroscience towards
empirical research. Ironically, the expanding volume of empirical data
from high throughput technologies means that the feasibility of a
purely empirical approach is quickly diminishing. Moreover, the rapid
maturation of mathematical techniques that frame nonlinear, sto-
chastic and high-dimensional systems in unifying form mean that
empirical and computational neuroscientists can realistically work
together to address important questions and frame problems at a
deeper and more biologically informed level than by working
independently. Given the lack of a broadly accepted theoretical
framework, it seems unlikely that in the short term mathematical
models will play the same obligatory role in neuroscience as they do
in the physical sciences. Their longer-term role will no doubt depend
on the impact of computational modelling on informing and
interpreting empirical studies. This will in turn require that
computational models are able to unify the neurosciences whilst
also generating new empirical findings.

The study of spatio-temporal systems in the physical sciences
has lead to tractable, quantitative insights into a range of complex
phenomena including self-organization, multistability, long-range
coherence, and critical transitions. Computational models of the
neuronal systems have tremendous potential in bringing this
knowledge to bear on the relationship between cortical structure,
cognitive function and neuronal activity.
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