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Rolls ET, Grabenhorst F, Deco G. Decision-making, errors, and confidence in the brain. J Neurophysiol 104: 2359–2374, 2010. First published September 1, 2010; doi:10.1152/jn.00571.2010. To provide a fundamental basis for understanding decision-making and decision confidence, we analyze a neuronal spiking attractor-based model of decision-making. The model predicts probabilistic decision-making with larger neuronal responses and larger functional magnetic resonance imaging (fMRI) blood-oxygen-level-dependent (BOLD) responses on correct than on error trials because the spiking noise-influenced decision attractor state of the network is consistent with the external evidence. Moreover, the model predicts that the neuronal activity and the BOLD response will become larger on correct trials as the discriminability Δf increases and confidence increases and will become smaller as confidence decreases on error trials as Δf increases. Confidence is thus an emergent property of the model. In an fMRI study of an olfactory decision-making task, we confirm these predictions for cortical areas including medial prefrontal cortex and the cingulate cortex implicated in choice decision-making, showing a linear increase in the BOLD signal with Δf on correct trials, and a linear decrease on error trials. These effects were not found in a control area, the orbitofrontal cortex, where reward value useful for the choice is represented on a continuous scale but that is not implicated in the choice itself. This provides a unifying approach to decision-making and decision confidence and to how spiking-related noise affects choice, confidence, synaptic and neuronal activity, and fMRI signals.

IN T R O D U C T I O N

Decision-making, and our confidence in the decisions we make, are important areas in neuroscience in the new field of neuroeconomics (Deco and Rolls 2006; Heekeren et al. 2004; Kable and Glimcher 2007; Kepecs et al. 2008; Kiani and Shadlen 2009; Kim and Shadlen 1999; Rolls 2008; Romo et al. 2004; Shadlen and Newsome 2001). Fundamental issues are to understand the neural processes that underlie decision-making and decision confidence and to establish the bases for neural signatures of these processes. Evidence from primate single neuron recordings shows that neuronal responses in a motion decision-making task occur earlier on easy versus difficult trials in a visual motion decision-related brain region, the posterior parietal cortex, in which neuronal activity reflects decision confidence (Kiani and Shadlen 2009). In the human dorsolateral prefrontal cortex, higher functional magnetic resonance imaging (fMRI) blood-oxygen-level-dependent (BOLD) signals can be observed on easy trials versus difficult trials in a similar decision-making task, and this has been proposed as a signature of decision-making (Heekeren et al. 2004, 2008).

Further, it is well established that subjective decision confidence (assessed before the outcome is known) increases with discriminability, measured by the difference between the stimuli, Δf, that is, as the decision becomes easier and the percentage correct becomes better (Jonsson et al. 2005; Vickers 1979; Vickers and Packer 1982). Consistent with this, the probability that a rat will abort a trial is higher if a decision just made is incorrect (Kepecs et al. 2008). This maps onto humans’ everyday experience: if asked to judge how heavy two weights are, people are confident in their decision if one weight is much heavier than the other, and not confident if the two weights are very similar, with findings on the relation between discriminability and confidence dating back to the 19th century and reviewed by Petrusic and Baranski (2009).

Here we capitalize on recent advances in theoretical understanding of how choice decisions are made using an integrate-and-fire attractor network that makes probabilistic decisions from the spontaneous firing state into one of two or more high firing rate stable attractor states each implemented by a set of coupled neurons that receives the inputs for one of the decisions and where the choice made is probabilistic because of the noise due to the random spiking times of the neurons when firing at a given rate (Deco and Rolls 2006; Deco et al. 2009; Rolls 2008; Rolls and Deco 2010; Wang 2002, 2008). We have recently shown that a network of this type predicts from its firing rates or synaptic currents a BOLD signal that increases approximately linearly with Δf when all trials are considered and have found this BOLD signature during decisions made about the subjective pleasantness of both thermal and olfactory stimuli in the medial prefrontal cortex area 10 (Rolls et al. 2010a), a region implicated by other analyses in these pleasantness-related decisions (Grabenhorst et al. 2008; Rolls et al. 2010b).

Here we perform new analyses on how the decision-making operates on correct versus error trials. Part of the interest of this is that confidence is higher on correct than on error trials even before the outcome is known (Vickers and Packer 1982). It has been shown previously that in this integrate-and-fire decision-making network, in the winning attractor, the difference of the firing rates of the neurons on correct and error trials increases with Δf (Wang 2002). In the new computational neuroscience analyses described here, we show that the firing rates of the neurons in the winning attractor increase approximately linearly as Δf increases from 0 on correct trials and decrease approximately linearly as Δf increases on error trials. The reason for this is that on correct trials, when the network influenced by the spiking noise has reached an attractor state supported by the recurrent connections between the neurons, the external inputs to the network that provide the evidence for
the decision have firing rates that are consistent with the decision and increase the firing rates further and proportionally to $\Delta I$, whereas on error trials, the inputs do not support the attractor-related firing. We also show that in the losing attractor, the low firing rates decrease approximately linearly on correct trials and increase approximately linearly on error trials as $\Delta I$ increases. The explanation is analogous to that just provided, combined with effects from the competition between the winning and the losing attractor mediated through the inhibitory neurons. In the integrate-and-fire decision-making attractor network, we then use all the activity from the winning and losing neurons to predict that the net BOLD signal will increase approximately linearly with $\Delta I$ on correct trials and decrease approximately linearly with $\Delta I$ on error trials. In new functional imaging analyses, we then show that during decision making about which of two odors is more pleasant, this signature of the BOLD signal increasing as a function of $\Delta I$ on correct trials, and decreasing as a function of $\Delta I$ on error trials, which is how decision confidence behaves (Vickers and Packer 1982), is found in the medial prefrontal cortex area 10, the posterior and subgenual cingulate cortex, and the dorsolateral prefrontal cortex, but not in the mid-orbitofrontal cortex, where activations instead reflect the pleasantness or subjective affective value of the stimuli used as inputs to the choice decision-making process.

METHODS

Modeling investigations

The theoretical framework of the model used here was introduced by Wang (2002) and developed further (Deco and Rolls 2006; Deco et al. 2007, 2009; Marti et al. 2008). In this framework, we model probabilistic decision-making by a network of interacting neurons organized into a discrete set of populations as depicted in Fig. 1. Populations or pools of neurons are defined as groups of excitatory or inhibitory neurons sharing the same inputs and connectivities. The
network contains \( N_E \) (excitatory) pyramidal cells and \( N_I \) inhibitory interneurons. In our simulations, we use \( N_E = 400 \) and \( N_I = 100 \), consistent with the neurophysiologically observed proportion of 80% pyramidal cells versus 20% interneurons (Abeles 1991; Rolls and Deco 2002). The neurons are fully connected (with synaptic strengths as specified in the following text). In the model, the specific populations D1 (for decision 1) and D2 encode the categorical result of the choice between the two stimuli that activate each of these populations. Each specific population of excitatory cells contains \( r_N \) neurons (in our simulations \( r = 0.1 \)). In addition there is one nonspecific population, named “nonspecific,” which groups all other excitatory neurons in the modeled brain area not involved in the present tasks, and one inhibitory population, named “inhibitory,” grouping the local inhibitory neurons in the modeled brain area. The latter population regulates the overall activity and implements competition in the network by spreading a global inhibition signal across the network being modeled.

Because we are mainly interested in the nonstationary probabilistic behavior of the network, the proper level of description at the microscopic level is captured by the spiking and synaptic dynamics of one-compartment integrate-and-fire (IF) neuron models (Brunel and Wang 2001; Dayan and Abbott 2001; Deco and Rolls 2006; Rolls 2008; Rolls and Deco 2010). An IF neuron integrates the afferent current generated by the incoming spikes and fires when the depolarization of the cell membrane crosses a threshold. At this level of detail, the model allows the use of realistic biophysical time constants, latencies, and conductances to model the synaptic current, which in turn allows a thorough study of the realistic time scales and firing rates involved in the time evolution of the neural activity. Consequently, the simulated neuronal dynamics that putatively underlie cognitive processes can be quantitatively compared with experimental data. The IF neurons are modeled as having three types of receptor mediating the synaptic currents flowing into them: AMPA, \( N \)-methyl-D-aspartate (NMDA; both activated by glutamate), and GABA receptors. The excitatory recurrent postsynaptic currents (EPSCs) are considered to be mediated by AMPA (fast) and NMDA (slow) receptors; external EPSCs imposed onto the network from outside are modeled as being driven only by AMPA receptors. Inhibitory postsynaptic currents (IPSCs) to both excitatory and inhibitory neurons are mediated by GABA receptors. The details of the mathematical formulation are summarized in previous papers (Brunel and Wang 2001; Deco and Rolls 2006) and are provided in the supplementary material1 and by Rolls and Deco (2010).

We weight the conductance values for the synapses between pairs of neurons by synaptic connection weights, which can deviate from their default value, which is 1.0 unless otherwise specified. The structure and function of the network are achieved by differentially setting the synaptic weights within and between populations of neurons that are shown in Fig. 1. We assume that the connections are already formed, by for example earlier self-organization mechanisms, as if they were established by Hebbian learning, i.e., the coupling will be strong if the pair of neurons have correlated activity (i.e., covarying firing rates), and weak if they are activated in an uncorrelated way. On the basis of the mean field analysis of this network (Deco and Rolls 2006; Rolls and Deco 2010), neurons within a specific excitatory population (D1, and D2) are mutually coupled with a strong synaptic weight \( w_{ss} \), set to 2.1 for the simulations described here. Furthermore, the populations encoding for these two decisions are likely to have anti-correlated activity in this behavioral context, resulting in weaker than average connections between the two different populations. Consequently, we choose a weaker value \( w_{ss} = 1 - r \), so that the overall recurrent excitatory synaptic drive in the spontaneous state remains constant as \( w_{ss} \) is varied (Brunel and Wang 2001). Neurons in the inhibitory population are mutually connected with an intermediate weight \( w = 1 \). They are also connected with all excitatory neurons in the same layer with the same intermediate weight, which for excitatory-to-inhibitory connections is \( w = 1 \) and for inhibitory-to-excitatory connections is denoted by a weight \( w_{ex} \). Neurons in a specific excitatory population are connected to neurons in the nonspecific population in the same layer with a feedforward synaptic weight \( w = 1 \) and a feedback synaptic connection of weight \( w_{ex} \). These parameters were chosen so that in the absence of noise, the spontaneous state, and each of the decision states, were all stable states, a situation we refer to as multistability (Deco and Rolls 2006; Rolls and Deco 2010).

Each individual population is driven by two different kinds of input. First, all neurons in the model network receive spontaneous background activity from outside the module through \( N_{ext} = 800 \) external excitatory connections. Each synaptic connection carries a Poisson spike train at a spontaneous rate of 3 Hz, which is a typical spontaneous firing rate value observed in the cerebral cortex. This results in a background external input summed over all 800 synapses of 2,400 Hz for each neuron. Second, the neurons in the two specific populations additionally receive added firing to the external inputs that encode the evidence for the decision to be made. When stimulating, the rate of the Poisson train to the neurons of the specific population D1 is increased by an extra value of \( \lambda_1 \) and to population D2 by \( \lambda_2 \), as these encode the two stimuli to be compared.

We note that in sequential decision-making tasks, used extensively for neurophysiological investigations (Deco et al. 2009; Machens et al. 2005; Rolls and Deco 2010; Romo et al. 2004), and therefore to facilitate comparison used in the fMRI investigation described here, there must be a short-term memory of the first stimulus. This is found neurophysiologically to be present in decision-related systems in the brain (Romo et al. 2004) with the mechanisms for the short-term memory including attractor-related neuronal firing (Machens et al. 2005; Miller and Wang 2006; Rolls 2008) and synaptic facilitation (Deco et al. 2010). It is not the purpose of the present research to model this delay-related activity, because the mechanisms for this to be present, are a separate issue involving separate mechanisms that have been considered and modeled elsewhere (Deco et al. 2010; Rolls 2008), and because in the present research, the aim was to address the issue of the operation of decision-making circuitry in the brain on correct versus error trials. The modeling results we describe predict the fMRI results found without any need for further hypotheses or assumptions about what might be happening in the delay period. The predictions are about the activity in the decision-making network and reflect changes in activity in this network occurring at the time that information about both decision cues is available. The predictions are thus about the decision-making process itself and apply to situations where the two decision cues are present simultaneously as well as to the sequential design we used in the present fMRI investigation. Predictions were made only about the activity on the decision-making trials and covered a range of values for the differences \( \Delta I \) in the magnitude of the two decision stimuli \( \lambda_1 \) and \( \lambda_2 \). We note that in the fMRI investigation described here, the stimulus used for the first cue was randomized across trials and thus would not have contributed differentially on average across trials to the change in the fMRI BOLD signal at the time that the second stimulus was applied, which was when the decision was taken. The simulations were therefore run for 2 s of spontaneous activity and then for another 2 s while the decision stimuli were being applied. During the spontaneous period, the stimuli applied to D1 and D2 (and to all the other neurons in the network) had a value of 3 Hz. (This 3 Hz is the firing rate being applied by Poisson spikes to all 800 external synaptic inputs of each neuron in D1, so the total synaptic bombardment on each neuron is 2,400 spikes/s.) During the decision period, the mean input to D1 and D2 was increased to 3.04 Hz per synapse (an extra 32 Hz per neuron). For \( \Delta I = 0 \), 32 extra Hertz to the spontaneous was thus applied to each neuron of both D1 and D2. For \( \Delta I = 16 \), 32 + 8 Hz was the extra applied to D1 and corresponds to \( \lambda_1 \) in Fig. 1, and 32 - 8 Hz was the extra applied to D2, etc. D1 is thus the correct attractor

---

1 The online version of this article contains supplemental data.
for the decision. The firing rates, and the absolute value of the sum of the synaptic currents (AMPA, NMDA, and GABA, defined in the supplementary material), in all four populations of neurons were saved every 50 ms for later analysis. The criterion for which population won, that is for which decision was taken, was a mean rate for the last second of the simulation that was 10 Hz greater than that of the other population. (This is in the context that the spontaneous rate was several spikes/s and that the winning population typically had a mean firing rate of 35–40 Hz as will be shown.) If the winning population was D1, it was a correct trial, and if the winning population was D2, it was an incorrect trial. This criterion ensured that a stable decision had been reached with a clear winner that stably maintained its high firing rate over a 1 s period. The criterion was appropriate in that we wished to predict the fMRI BOLD signal that would be obtained on correct versus error trials, and the BOLD signal will be generated by the average of the activity over a period not by a chance high firing rate for 50 ms that might be obtained due to the noise in the network. For trials on which the decision was correct or incorrect by this criterion, the latency of a decision on that trial was measured by the time of the first 50 ms bin of three consecutive bins at which the mean rate of the winning population was more than 25 Hz higher than that of the other population. (These criteria ensure that a decision has been stably reached by using a criterion over the last 1 s of the simulation and that the decision time is accurately measured given the stochastic nature of the neuronal firing illustrated in Fig. 2, by using just three 50 ms bins over which to estimate when the winning population makes a transition and then using the criterion of 25 Hz to allow for the variations that occur in the neuronal firing over short time periods of in this case the 150 ms period in which the latency of the transition was being measured.)
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**A** Firing rates for D1 and D2 on correct trials

- **B** Trial firing rates

- **C** Spiking Activity
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**D** Firing rates for D1 and D2 on error trials

- **E** Trial firing rates

- **F** Spiking Activity

**FIG. 2.** *A* and *D*: firing rates (mean ± SD) for correct and error trials for an intermediate level of difficulty (ΔI = 32). The period 0–2 s is the spontaneous firing, and the decision cues were turned on at time = 2 s. The means were calculated over 1,000 trials. D1, firing rate of the D1 population of neurons, which is the correct population. D2, firing rate of the D2 population of neurons, which is the incorrect population. A correct trial was one in which the mean rate of the D1 attractor averaged >10 spikes/s than that of the competing population for the last 1,000 ms of the simulation runs. (Given the attractor nature of the network and the parameters used, the network reached one of the attractors on >90% of the 1,000 trials, and this criterion clearly separated these trials as indicated by the mean rates and SDs for the last second of the simulation as shown.) *B* and *E*: the firing rates of the 4 populations of neurons on a single trial for a correct (B) and error (E) decision. Inh, the inhibitory population that uses GABA as a transmitter; NSp, the nonspecific population of neurons (see Fig. 1). *C* and *F*: rastergrams for the trials shown in *B* and *E*. 10 neurons from each of the 4 pools of neurons are shown.
The hemodynamic signal associated with the decision was calculated by convolving the neuronal activity or the synaptic currents of the neurons with the hemodynamic response function used by SPM5 (Statistical Parametric Mapping, Wellcome Trust Centre for Neuroimaging, London) (as this was the function also used in the analyses with SPM of the experimental fMRI data). For the convolution, the predecision period of spontaneous activity was padded out so that it lasted for 30 s, and after the 2 s period of decision-making activity, each trial was padded out for a further 18 s with spontaneous activity so that the effects found in a 2 s period of decision-making could be measured against a steady background. The predicted BOLD signals are shown with \( t = 0 \) corresponding to the time when the decision stimuli were turned on, just as in the analyses of the experimental fMRI data, to enable direct comparisons. [Qualitatively similar results, though with a somewhat slower time course, were obtained with a biophysically based balloon model for the generation of fMRI BOLD signals (Stephan et al. 2007).]

The parameters for the synaptic weights and input currents were chosen using the mean-field equivalent of this network (Brunel and Wang 2001; Deco and Rolls 2006) so that in the absence of noise when the input stimuli are being applied, there were three stable states, the spontaneous firing rate state (with a mean firing for the pyramidal cells of \( \sim 3 \) spike/s) and two high firing rate attractor states (with a mean firing for the pyramidal cells of \( \sim 40 \) spike/s), with one neuronal population (D1) representing decision 1 and the other population (D2) decision 2. In particular, \( w_x \) was set to 2.1.

This multistable regime is one with many interesting decision-making properties, including implementing Weber’s law (\( \Delta I = k \), i.e., the change of intensity \( I \) that can be reliably detected divided by the intensity value has a linear component) (Deco and Rolls 2006; Deco et al. 2009). With operation in this regime, it is the approximately randomly spiking times of the neurons (i.e., approximately Poisson firing at a given mean rate) that causes statistical fluctuations that makes the network jump from the spontaneous firing state into one of the high firing rate attractor (decision) states. The randomness of the firing dynamically and probabilistically provokes transitions from the spontaneous firing state to one of the high firing rate attractor basins that represent a decision (see Fig. 1B). The stability of an attractor is characterized by the average time in which the system stays in the basin of attraction under the influence of noise. The noise provokes transitions to other attractor states. It results from the interplay between the Poissonian character of the spikes and the finite-size effect due to the limited numbers of neurons in the network (Rolls and Deco 2010). The theoretical approach and model we use is thus one that has become established as a neurally realistic model of decision-making (Deco and Rolls 2006; Deco et al. 2009; Rolls and Deco 2010; Wang 2002, 2008). The work we describe in this paper with the model is new in that it extends the analysis of neuronal firing rates on correct and error trials (Wang 2002) to the multistability regime, in which noise plays a large part in the decision-making as the noise is required to provoke the transition to a decision-state and in that we then go on to use the model to make predictions about the fMRI BOLD response that would be obtained from this decision-making circuitry on correct versus error trials. The whole analysis of the fMRI data with this perspective on correct versus error trials as a function of \( \Delta I \) is also completely new and is an important extension from previous work (Rolls et al. 2010a) in which only overall neuronal activity and the BOLD signal were predicted and analyzed independently of whether a trial was correct or in error. The extension of the approach to error versus correct trials is an important new test and validation of the model and of this approach to how decision-making is implemented in the brain.

Olfactory pleasantness decision task

The design is based on the sequential vibrotactile decision-making studies of Romo and colleagues in which vibrotactile stimuli separated by a delay were presented, and a decision had to be made when the second stimulus was presented of whether the second frequency was higher than the first (Romo et al. 2004). In our design, the decision was about whether the second odor was more pleasant than the first, or on other trials was more intense than the first. To allow a comparison with trials on which choices between stimuli were not made, there were also trials in which only ratings of the continuous affective value and intensity were made without a choice between stimuli as described in detail by Rolls et al. (2010b). The odors were delivered through a computer-controlled olfactometer. The pleasant odors were 1 M citral and 4 M vanillin. The unpleasant odors were hexanoic acid (10% vol/vol) and isovaleric acid (15%). The different trial types and odors were presented in random permuted sequence to control for order effects. We note that this is a variant of the task used by Romo and colleagues (2004), that we are investigating the brain mechanisms for decisions about the pleasantness of stimuli, and that the brain regions activated in these tasks may be different (see Discussion) although we believe that the neuronal mechanisms are similar (Rolls and Deco 2010).

The experimental protocol illustrated in Fig. 1C consisted of an event-related interleaved design presenting in random permuted sequence the three experimental conditions and different pairs of olfactory stimuli for each condition. Each trial started at \( t = 0 \) s with the first odor being delivered for 2 s accompanied by a visual label stating “sniff first stimulus.” There was then a 6 s period during which clean air was delivered. In this period at \( t = 7 \) s, a visual label was displayed stating either “decide pleasantness,” “decide intensity,” or “rate stimulus.” At \( t = 8 \) s, the second odor was presented for 2 s accompanied by a visual label stating either “sniff decide pleasantness,” “sniff decide intensity,” or “sniff rate stimulus.” There was then a 6 s period during which clean air was delivered. These task instructions, and the presentation of the second odor for a period limited to 2 s, was part of the experimental design to encourage participants to take the decision while the second odor was being presented. Starting at \( t = 16 \) s on decision trials, the words “first stimulus” and “second stimulus” appeared on the screen for 2 s, and in this period, the participant had to select which button key response to make (up or down button) for the decision that had been taken at the time when the second odor was delivered. At \( t = 18 \) s on decision trials, the words “first stimulus” or “second stimulus” were then displayed to provide feedback to the participant that their choice was acknowledged. On rating trials, starting at \( t = 16 \) s the subjective ratings were made. The first rating was for the pleasantness of the second odor on a continuous visual scale from \(-2 \) (very unpleasant), through 0 (neutral), to \(+2 \) (very pleasant). The second rating was for the intensity of the second odor on a scale from 0 (very weak) to 4 (very intense). The ratings were made with a visual rating scale in which the subject moved the bar to the appropriate point on the scale using a button box. There was 4 s for each rating. Each of the trial types was presented in random permuted sequence 36 times. Which two of the four odors were presented on each trial, and the order in which they were presented was determined by a random permuted sequence. The onset time for the fMRI analyses described here was at the time of onset of the second odor, which was when the choice decisions were being taken. The fMRI data from the pleasantness choice trials only were used in the analyses described here.

\[ \Delta I \], the difference in pleasantness of the two stimuli between which a decision was being made, was obtained for each trial by the absolute value of the difference in the (average) rated pleasantness of that pair of stimuli for each subject. These subjective pleasantness ratings were made on different trials from the decision trials for the identical odors during the experimental session as described in more detail elsewhere (Rolls et al. 2010b). The rating of the pleasantness of an odor was made on each rating trial on a visual analog rating scale labeled at one end +2 very pleasant and at the other end −2 very unpleasant. Thus two odors of similar pleasantness would have a small \( \Delta I \), and two odors of different pleasantness would have a large \( \Delta I \). This measure
thus reflects the difficulty of the decision and is independent of whether the second odor happened to be pleasant or unpleasant.

Behavioral results for the ratings and the decisions are provided next [and in more detail elsewhere (Rolls et al. 2010b)] to illustrate and validate these procedures and the results. The affective (pleasantness) ratings of the odor stimuli across subjects were (on the scale of +2 = very pleasant to −2 = very unpleasant) for citral 1.1 ± 0.1 (SE), for vanillin 1.2 ± 0.1, for hexanoic acid −0.9 ± 0.2, and for isovaleric acid −0.5 ± 0.2 \[F(3,44) = 46.3, P < 0.001\]. Consistent with these ratings, when making pleasantness decisions, the subjects chose on average the citral 68.4 ± 11.4\% of the time over the other odors, the vanillin 85.2 ± 6.1\% of the time, the hexanoic acid 17.2 ± 7.9\% of the time, and the isovaleric acid 29.2 ± 10.9\% of the time.

The trials were separated into correct and error trials, and contrasts for correct versus error trials, and additional analyses, were computed with SPM5. Error trials were defined as choices that did not reflect the mean difference in the pleasantness ratings. (The rationale for this was that noise in the system might influence the binary choice of pleasantness made on an individual trial, as predicted by the model, and each participant’s estimate of what was the more pleasant of each pair, the input to the decision-making process that corresponds to ∆I, was given by the mean pleasantness rating across all trials for each odor being compared on a particular trial.) For example, if citral was rated on average for pleasantness as +1.5 and vanillin as +1.0, and the subject chose vanillin over citral, this was classified as an error trial. At the single subject level, contrasts between correct versus error trials were computed within each odor pair. At the group level, these odor-specific contrast maps were combined across subjects. Only contrasts with at least two trials in the error category for each odor pair were included (e.g., 2 error vs. 7 correct trials). Using this criterion, 19 contrast maps from 12 subjects were entered into the group analysis. The results for the main regions did not change when a criterion of at least three trials was used. The mean number of correct trials for each subject was 5.5 for each odor pair, and the mean number of error trials was 3.2 for each odor pair, and there were in total 127 correct and 52 error trials for the SPM regression and contrast analysis and the regression plots.

**fMRI data acquisition**

Images were acquired with a 3.0-T VARIAN/SIEMENS whole-body scanner at the Centre for Functional Magnetic Resonance Imaging at Oxford (FMRIB), where 27 T2* weighted EPI coronal slices with in-plane resolution of 3 × 3 mm and between plane spacing of 4 mm were acquired every 2 s (TR = 2) as described previously for this dataset (Rolls et al. 2010b). Twelve healthy volunteers (7 male and 5 female, mean age: 27) participated in data collection usingolfactory decision-making that was designed to address a number of different issues, including those described here and others described elsewhere (Rolls et al. 2010b). The study was conducted in accord with the declaration of Helsinki and approved by the Central Oxford Research Ethics Committee, and written informed consent from all subjects was obtained before the experiment.

**fMRI analyses**

The imaging data were analyzed using SPM5 (Statistical Parametric Mapping, Wellcome Institute of Cognitive Neurology, London). Preprocessing of the data used SPM5 realignment, reslicing with sinc interpolation, normalization to the Montreal Neurological Institute (MNI) coordinate system (Collins et al. 1994), and spatial smoothing with a 6 mm full width at half-maximum isotropic Gaussian kernel. The time series at each voxel were low-pass filtered with a hemodynamic response kernel. Time series nonsphericity at each voxel was estimated and corrected for (Friston et al. 2002), and a high-pass filter with a cut-off period of 128 s was applied. In the single event design, a general linear model was then applied to the time course of activation where the decision or rating period onset (t = 8 s in each trial) were modeled as single impulse response functions and then convolved with the canonical hemodynamic response function (Friston et al. 1994). Linear contrasts were defined to test specific effects. Time derivatives were included in the basis functions set. Given that the fMRI analyses were to test hypotheses generated by our computational model of decision-related activity in the brain, the main test performed was for brain areas where activations were greater on correct compared with error trials, and brain areas identified in this way were then compared with brain areas implicated by other analyses in making choices. In this hypothesis-led research, we were able to find activations consistent with our hypotheses and to show that such areas are implicated by other analyses in making the choices. Time derivatives were included in the basis functions set. Following smoothness estimation (Kiebel et al. 1999), in the first stage of analysis, condition-specific experimental effects (parameter estimates, or regression coefficients, pertaining to the height of the canonical HRF) were obtained via the general linear model (GLM) in a voxel-wise manner for each subject. In the second (group random effects) stage, subject-specific linear contrasts of these parameter estimates were entered into a series of one-sample t-test, each constituting a group-level statistical parametric map. We report results for brain regions where there were prior hypotheses about brain areas involved in decision-making or rating affective value including the medial prefrontal cortex and an area to which it is connected the subgenual cingulate cortex, the posterior cingulate cortex, and the dorsolateral prefrontal cortex (Grabenhorst et al. 2008; Hayden et al. 2008; Heekeren et al. 2004; Johansen-Berg et al. 2008; Kable and Glimcher 2007; Kim and Shadlen 1999; McCoy and Platt 2005; Preuschhof et al. 2006; Rolls et al. 2010b) and applied small volume (false discovery rate) corrections for multiple comparisons (Genovese et al. 2002) with a radius corresponding to the full width at half-maximum of the spatial smoothing filter used. Peaks are reported for which P < 0.05, although the exact corrected probability values (Worsley et al. 1996) are given in the text.

The results were obtained in a GLM including the following regressors: regressors for the first odor presented on every trial; regressors for the second odor presented on every trial (with separate regressors for the 4 different odors, and separate regressors for correct and error trials); for the different regressors modeling a specific second odor on correct and error trials, ∆I was included as a subject-specific parametric modulator; regressors of the button box responses made during the response period; and regressors for other trial events of no interest. In the second (group random-effects) stage, subject-specific linear contrasts of these parameter estimates were entered into a series of one-sample t-test, each constituting a group-level statistical parametric map.

The plots showing correlations between percentage BOLD and ∆I in Fig. 6 were produced for each subject by taking the average of the BOLD response (in % BOLD signal change) in the three time bins at 4, 6, and 8 s poststimulus, on each trial, and the corresponding ∆I value. The voxels used for extracting BOLD signals were the peak voxels for the correlation with ∆I found in individual subjects. These were localized by drawing a 6 mm sphere around the group peak voxel and then localizing the individual subject’s peak within that sphere. For each subject, the means were calculated in discretized ranges of delta I (e.g., 0−0.25, 0.25−0.5 etc.), and then these values were averaged across subjects. The time-course graphs in Fig. 5 were created by performing a finite impulse response (FIR) analysis as implemented in SPM5 to make no assumption about the time course based on the temporal filtering property of the hemodynamic response function. The single-subject time courses were then averaged across subjects.
RESULTS

Attractor network model of decision-making and confidence

We analyzed the attractor network model of decision-making shown in Fig. 1. Figure 2, A and D, shows the mean firing rates of the two neuronal populations D1 and D2 for correct trials (A) and error trials (D) for an intermediate level of task difficulty ($\Delta I = 32$ Hz; where $\Delta I$ is the difference in spike/s summed across all synapses to each neuron between the 2 inputs, $\lambda_1$ to population D1, and $\lambda_2$ to population D2). In the correct trials, the population D1 won, and in incorrect trials, the population D2 won. Figure 2, A and D, shows that the winning population had higher firing rates on correct than on error trials with an example of a single correct trial shown in Fig. 2, B and C, and of a single error trial in E and F. From Fig. 2, A and D, it is clear that the variability of the firing rate is high from trial to trial with the SDs of the mean firing rate calculated in 50 ms epochs indicated to quantify the variability. This variability is due to the spiking noise in the network, which influences the decision taken, resulting in probabilistic decision-making, and error choices on some trials. The effects evident in Fig. 2 are quantified, and elucidated over a range of values for $\Delta I$, next.

Figure 3A shows the firing rates (mean ± SD) on correct and error trials of the winning and losing attractors as a function of $\Delta I$. $\Delta I = 0$ corresponds to the most difficult decision, and $\Delta I = 160$ corresponds to easy. It is clear that on correct trials the mean firing rate of the winning attractor D1 increases monotonically as $\Delta I$ increases, and interestingly, the increase is approximately linear (Pearson $r = 0.995$, $P < 10^{-6}$). The higher mean firing rates of the winning D1 attractor on correct trials as $\Delta I$ increases are due not only to higher peak firing but also to the fact that the variability becomes less as $\Delta I$ increases ($r = -0.95$, $P < 10^{-4}$), reflecting the fact that the system is more noisy and unstable with low $\Delta I$, whereas the firing rate in the correctly winning D1 attractor is maintained more stably with smaller statistical fluctuations against the Poisson effects of the random spike timings at high $\Delta I$. (The measure of variation indicated in the figure is the SD, and this is shown throughout unless otherwise stated to quantify the degree of variation, which is a fundamental aspect of the operation of these neuronal decision-making networks.) The increase of the firing rate when in the D1 attractor on correct trials (solid black line) as $\Delta I$ increases thus reflects the confidence in the decision and, as will be shown next in Fig. 3C, the performance as shown by the percentage of correct choices. On correct trials,
the firing rate of the losing attractor (D2, dashed blue line) is of course low and decreases further as $\Delta I$ increases on correct trials due to feedback inhibition from the winning D1 attractor, and thus the difference in the firing rates of the two attractors also reflects well the decision confidence.

When we make an incorrect choice, our confidence in our decision is likely to be low (Vickers and Packer 1982). Exactly this is represented in the firing rates of the neurons on incorrect trials, as for shown in dotted red lines in Fig. 3A, when an incorrect choice is made (and D2 wins the competition because of noise), the firing rate of the D2 attractor when winning decreases as $\Delta I$ increases (upper dotted red line starting at 31 spike/s). The reason for this is that the external inputs, the evidence for the decision, are now working against the internal recurrent attractor dynamics, which have reached the wrong decision because of the noise in the network. Thus on error trials, the confidence in a decision is also reflected in the firing rates of the attractors.

Conversely the firing rate of the losing attractor (D1) on error trials, which is low with $\Delta I = 0$ ($\sim 3$ spike/s), increases by a few spike/second as $\Delta I$ increases (lower dotted red line in Fig. 3A). The reason for this is that the noise has contributed to the D1 attractor losing, and there is more external input against this decision being applied to the D1 neurons as $\Delta I$ increases tending to increase their firing rate from the low value. At the same time, the D1 neurons receive less feedback inhibition from the incorrectly winning population D2 via the inhibitory neurons as $\Delta I$ increases.

The time for the network to reach the correct D1 attractor, i.e., the decision or reaction time of the network, is shown as a function of $\Delta I$ for correct and incorrect trials in Fig. 3B (mean ± SD). Interestingly the decision time continues to decrease ($r = -0.95, P < 10^{-4}$) over a wide range of $\Delta I$, even when as shown in Fig. 3C the network is starting to perform at 100% correct. The decreasing decision time as $\Delta I$ increases is attributable to the altered “effective energy landscape” (Rolls and Deco 2010) (see Fig. 1B): a larger input to D1 tends to produce occasionally higher firing rates, and these statistically are more likely to induce a significant depression in the landscape toward which the network flows sooner than with low $\Delta I$. Correspondingly, the variability (quantified by the SD) of the decision times is greatest at low $\Delta I$ and decreases as $\Delta I$ increases ($r = -0.95, P < 10^{-4}$). This variability would not be found with a deterministic system (i.e., the SDs would be 0 throughout, and such systems include those investigated with mean-field analyses) and is entirely due to the random statistical fluctuations caused by the randomness in the spiking times of the neurons in the integrate-and-fire network.

Very interestingly, the decision times of the network are longer for incorrect (error) than for correct decisions, as shown by the thin graph in Fig. 3B. This difference, though not large, was statistically significant. [The effect was found for the means of the 4 nonzero values of $\Delta I$ for which there were errors ($P < 0.05$), and for $\Delta I = 8$ for example, the decision time distribution was longer for error compared with correct trials, $P < 0.01$ and confirmed by the nonparametric Mann-Whitney test.] This models effects that are found in human performance (Vickers and Packer 1982), especially with difficult decisions (Luce 1986; Welford 1980), and that have also been found in lateral intraparietal (LIP) cortex neurons in a motion coherence discrimination task (Roitman and Shadlen 2002) and in a related attractor model of this (Wong et al. 2007). The actual mechanism for this in this biologically plausible attractor decision-making network is that on error trials, the noise is fighting the effects of the difference in the inputs $I_1$ and $I_2$ that bias the decision-making, and it takes on average relatively long for the noise, on error trials, to become by chance sufficiently large to overcome the effects of this input bias. This effect will contribute to the smaller BOLD signal on error than on correct trials described in the following text. The approach taken here thus provides an account firmly based in the stochastic dynamics of the brain (Rolls and Deco 2010) about how decision or reaction times can be longer on error trials. [Of course there are other reasons why errors may occur, including a failure to maintain attention, distraction, etc., and the reaction times on such trials might be short or long. Slower reaction times on error trials are usually observed in humans when there is no time pressure, while with time pressure the pattern is the opposite (Ratcliff and Rouder 1998). One factor in the short reaction times sometimes found in human performance on error trials may we suggest be a noise-provoked transition from the spontaneous state to a decision state just before or at the time that the decision cues are applied.(This type of error might occur under time pressure because the energy landscape is biased in such a way that the barriers between the states are lower or by effects that increase the noise in the system.) Such trials, in which the spontaneous state was unstable, were excluded from the simulation results described here, although instability of the spontaneous firing state is a subject of considerable but separate interest in relation to the computational processes that may underlie schizophrenia and obsessive-compulsive disorder (Rolls and Deco 2010; Rolls et al. 2008a,b)]. The distribution of decision times for the model has a long tail of slow responses as shown in Fig. 3D for $\Delta I = 32$, capturing this characteristic of human reaction time distributions (Luce 1986; Ratcliff et al. 1999; Usher and McClelland 2001; Welford 1980).

At $\Delta I = 0$, there is no influence on the network to fall more into attractor D1 representing decision 1 than attractor D2 representing decision 2, and its decisions are at chance, with <50% of decisions being for D1. As $\Delta I$ increases, the proportion of trials on which D1 is reached increases. The relation between $\Delta I$ and percentage correct is shown in Fig. 3C. Interestingly, the performance becomes 100% correct with $\Delta I = 64$, whereas as shown in Fig. 3A, the firing rates while in the D1 attractor (and therefore potentially the BOLD signal) continue to increase as $\Delta I$ increases further [and the decision times continue to decrease (Rolls et al. 2010a)] as $\Delta I$ increases further. It is a clear prediction for neurophysiological and behavioral measures that the firing rates with decisions made by this attractor process continue to increase as $\Delta I$ is increased beyond the level for very good performance as indicated by the percentage of correct decisions, and the neuronal and behavioral decision times continue to decrease as $\Delta I$ increases beyond the level for very good performance. Figure 3C also shows that the variability in the percentage correct (in this case measured over blocks of 100 trials) is large with $\Delta I = 0$, and decreases as $\Delta I$ increases. This is consistent with unbiased effects of the noise producing very variable effects in the energy landscape at $\Delta I = 0$ and with the external inputs biasing the energy landscape more and more as $\Delta I$ increases, so that
the flow is much more likely to be toward the D1 attractor (Rolls and Deco 2010).

**Predictions of fMRI BOLD signals from the model**

We now show how this model makes predictions for the fMRI BOLD signals that would occur on correct versus incorrect trials in brain areas in which decision-making processing of the type described is taking place. The BOLD signals were predicted from the firing rates of the neurons in the network (or from the synaptic currents flowing in the neurons as described later) by convolving the neuronal activity with the hemodynamic response function in a realistic period, the 2 s after the decision cues are applied. This is a reasonable period to take as decisions may be taken within this time, and the attractor state may not necessarily be maintained for longer than this. (It is, though, an advantage of this type of model that it is a short-term memory attractor network that can maintain its firing whether or not the decision cues remain, as this continuing firing enables the decision state to be maintained until a response based on it can be guided and made.) For sequential decision-making tasks, this time corresponds to the 2 s after the second stimulus is applied, which is the first time at which a decision between the first and second stimuli can be taken.

As shown in Fig. 4A, the predicted fMRI response is larger for correct versus error trials in the decision-making network. The results are shown for a level of difficulty in which there is a reasonable proportion of error trials (\(\Delta I = 32\)).

Figure 4B shows that the difference predicted from the model between the BOLD signal on correct versus incorrect trials increases with \(\Delta I\). The reason for this is that on correct trials with increasing \(\Delta I\), the external evidence adds more strongly to the firing produced by the internal recurrent collateral attractor effect in the winning attractor (Fig. 3A), and the BOLD signal increases with \(\Delta I\) (Fig. 4B). On the other hand, on incorrect trials, the external evidence adds less than on correct trials to the winning attractor and also adds more than on correct trials to the firing rates in the losing attractor, the firing rate of which through the inhibitory interneurons decreases the firing in the winning attractor, as shown in Fig. 3A. Because on incorrect trials the firing of the winning attractor decreases with \(\Delta I\) (Fig. 3A), the BOLD signal decreases with \(\Delta I\) on incorrect trials (Fig. 4B). An important result of the simulations is that it is the firing rate of the winning attractor that dominates the predicted BOLD signals not the smaller effects seen in the losing attractor. Although it is largely the higher overall neural activity on correct trials that results in the larger predicted BOLD signal on correct than error trials, an additional contributor is the shorter decision latency for correct than error trials illustrated in Fig. 3B.

Figure 4B also shows with the thin dotted line (just below the line for the predicted response on correct trials) the predicted response from all trials, that is, correct and error trials. The prediction of the BOLD signal for all trials is relatively close to the prediction for the correct trials because with low \(\Delta I\) the predictions for correct and error trials are close, and with larger values of \(\Delta I\) there are fewer error trials as indicated in Fig. 3B.

**fMRI signals that are larger on correct than error trials**

The model predicts that the BOLD signal will be larger in at least some brain areas involved in choice decision-making on correct than on error trials. We tested this by performing a contrast analysis on correct versus incorrect trials in the sequential olfactory decision-making task in which the participants had to decide whether the second odor was more pleasant than the first. Error trials were defined as choices that did not reflect the mean difference in the pleasantness ratings. Four brain regions had significant effects in this correct versus error contrast, and they are the main brain areas implicated by previous studies in value-based decision-making (see METHODS). They were the posterior cingulate cortex (\([-18 -32 34]\) \(z = 3.73\) \(P = 0.008\) and \([-20 -40 48]\) \(z = 3.26\) \(P = 0.012\)); the subgenual cingulate cortex (\([10 24 -8]\) \(z = 3.49\) \(P = 0.016\)); the DLPPC (\([24 14 34]\) \(z = 3.75\) \(P = 0.011\) and \([26 56 36]\) \(z = 2.99\) \(P = 0.037\)); and the medial prefrontal cortex area 10 (\([2 50 -12]\) using trials with \(\Delta I > 1.4\), for which the

---

**FIG. 4.** A: the predicted percentage change (mean ± SD) in the blood-oxygen-level-dependent (BOLD) signal on correct and error trials for \(\Delta I = 32\). The percentage change in the BOLD signal was calculated from the firing rates of the D1 and D2 populations, and analogous effects were found with calculation from the synaptic currents averaged for example across all 4 populations of neurons. B: the percentage change in the BOLD signal (peak mean ± SD) computed separately for correct and error trials as a function of \(\Delta I\). \(\Delta I = 0\) corresponds to difficult, and \(\Delta I = 160\) corresponds to easy. The percent change was measured as the change from the level of activity in the simulation period 1–2 s, before the decision cues were applied at \(t = 2\) s, and was calculated from the firing rates of the neurons in the D1 and D2 populations. The BOLD percent change scaling is arbitrary, and is set so that the lowest value is 0.5%. The thin dotted line just below the line for the predicted response on correct trials shows the predicted response from all trials, that is correct and error trials.
activations were different on correct and error trials with $P < 0.05$. Figure 5A shows the time courses of the activations on correct and on error trials for the DLPFC (left) and subgenual cingulate cortex (right). The brain regions where these activations were found are close to those illustrated in Fig. 6. The parameter estimates associated with these significant effects in these four different brain regions, and in a control brain region, the mid-orbitofrontal cortex, for the correct-error contrast are shown in Fig. 5B (top).

The predictions of the model are that larger activations should be found on correct than on error trials in brain areas implicated in making choices. This prediction was confirmed for the areas described in the preceding text. The model does not make predictions about the exact form of the BOLD response for many factors can influence this. We note that on error trials there was a decrease in the BOLD signal in the medial prefrontal cortex relative to the baseline. It has been noted by others (Summerfield and Koechlin 2008) that in delay...
matching tasks, signals in the ventromedial prefrontal cortex, orbitofrontal cortex, and cingulate cortex are lower during the task than in baseline conditions between trials. Also it is a property that the baseline activation level in some brain regions can be high in the resting state, and against this background, deactivations can be found (Morcom and Fletcher 2007), which may be task-dependent. The important prediction of the model is that the BOLD signal should be larger on correct than on error trials in brain regions involved in making the choice, and this is what was found for the areas described in the preceding text. We go on to show that the magnitude of the difference of the BOLD signal on correct versus error trials increases with $\Delta I$, again as predicted by the model.

To investigate whether correct versus error effects are more likely to be found in areas that are implicated in decision-making by an earlier study that showed significant differences for trials on which decisions were made versus trials when only rating and no binary choices were made (Rolls et al. 2010b), we performed ANOVAs on the parameter estimates for correct-incorrect decision contrasts versus having correlations with pleasantness ratings. (In the previous investigation, brain areas implicated in decision-making included prefrontal cortex medial area 10 and in pleasantness ratings, the orbitofrontal cortex.) Figure 5B (bottom) shows the parameter estimates for the correlations of the activations in each of these brain areas with correct–error trials (Fig. 5B, top), and low for correlations with pleasantness (bottom); whereas the orbitofrontal cortex showed high parameter estimates for correlations with pleasantness (bottom) but low for correct–incorrect contrasts (top). ANOVAs on these effects showed a very significant interaction between the factor 

![Image](image-url)
of pleasantness versus correct–incorrect and the factor of brain area \([F(4,36) = 6.80, P < 0.001]\) with the effect being related to the mid-orbitofrontal cortex in that the interaction effect disappeared when this brain area was removed. Moreover there was a significant interaction between the factor of pleasantness versus correct–incorrect and the factor of brain area: medial area 10 versus mid-orbitofrontal cortex \([F(1,9) = 8.00, P = 0.02]\). Thus activations in the medial prefrontal cortex area 10, the posterior and subgenual cingulate cortex, and the DLPLFC were related more to whether a choice decision was correct or incorrect and less to pleasantness, whereas activations in the mid-orbitofrontal were related more to pleasantness and less to whether the choice was correct or incorrect.

We performed a cross-validation procedure for the main analysis described in Fig. 5B as follows. We used one half of the subject sample to identify a region of interest in a second-level SPM contrast analysis and subsequently used the other half of the subject sample for extracting the parameter estimates from the regions identified and used them for the ROI analysis. This analysis confirmed our main findings of a significant difference in correct versus error trials in the posterior cingulate cortex \(z = 3.69, P = 0.009\) and dorsolateral prefrontal cortex \(z = 2.89, P = 0.002\) (uncorrected). The subgenual cingulate cortex effect missed significance due to reduced statistical power resulting from using only half of the subject sample. A subsequent ANOVA on the parameter estimates as described for Fig. 5B (with the subgenual cingulate cortex data removed) showed a significant interaction between the factor of pleasantness versus correct–incorrect and the factor of brain area \([F(3,15) = 3.60, P < 0.05]\).

fMRI signals linearly related to the correct versus incorrect choices

Another prediction of the model is that in decision-making areas of the brain, the magnitude of the BOLD signal should increase with \(\Delta I\) on correct trials, and decrease with \(\Delta I\) on error trials (Fig. 4B). To investigate this, we performed separate SPM regression analyses for correct and error trials in which the regressor for this was \(\Delta I\), the mean absolute difference in pleasantness between the two odors presented on a given trial. The analysis was performed at the first (subject) level separately for each second odor. The group second-level analysis was performed across all odors and subjects. We emphasize that in all these cases (the BOLD signal as a function of \(\Delta I\) across all trials, across correct trials, and across error trials), the regressor was derived from the model (Fig. 4B).

The analyses showed that for correct trials, positive correlations of the BOLD signal with \(\Delta I\) were found in the posterior cingulate cortex \([−8 −40 32] z = 3.01, P = 0.044\), see Fig. 6). On error trials, negative correlations of the BOLD signal with \(\Delta I\) were also found in the posterior cingulate cortex in an area that overlapped (with peaks at \([−20 −40 52] z = 4.10, P = 0.001\) and \([0 −40 30] z = 4.78, P = 0.001\)). These effects are illustrated in Fig. 6. Similar analyses showed similar effects for the subgenual cingulate cortex \([110 16 −4] z = 4.70, P < 0.001\). The signs of the correlations \((r = 0.55\) on correct trials, and \(r = −0.81\) on error trials) are as predicted for a decision-making area of the brain and are significantly different \((P < 0.003)\). Similar analyses showed similar effects for the dorsolateral prefrontal cortex \([30 18 28] z = 4.58, P < 0.001\). The signs of the correlations \((r = 0.65\) on correct trials, and \(r = −0.95\) on error trials) are as predicted for a decision-making area of the brain and are significantly different \((P < 0.001)\).

A positive correlation of the BOLD signal with \(\Delta I\) across all trials was found previously in medial prefrontal cortex area 10 (Rolls et al. 2010a), and Fig. 6 shows these effects separated for correct and error trials. The signs of the correlations \((r = 0.53\) on correct trials, and \(r = −0.62\) on error trials) are as predicted for a decision-making area of the brain and are significantly different \((P = 0.032)\).

For comparison, we also show the analyses of the percentage change in the BOLD signal for correct and for error trials for the mid-orbitofrontal cortex, chosen as a control brain region. Activations in this area \((40 36 −12)\) did not have a significant relation to decision-making versus rating (Rolls et al. 2010b) and were not correlated with trial easiness as indexed by \(\Delta I\) (Rolls et al. 2010a) but did have a correlation \((z = 3.13, P = 0.024)\) with the pleasantness of the odor that was presented (Rolls et al. 2010b). The coordinates for this region representing the affective value of the odors but not implicated in the choice decision-making were \([40 36 −12]\) (Rolls et al. 2010b).

In this mid-orbitofrontal cortex region, the correlation between the BOLD signal and \(\Delta I\) was \(r = 0.22\) on correct trials, and \(r = −0.19\) on error trials, and these are not significantly different \((P = 0.46)\). Thus this brain area that is not implicated in the binary choice decision-making but does represent information relevant to the decision, the pleasantness of the stimuli, did not have significantly different activations on correct–error trials and did not have significantly different correlations with the BOLD signal on correct and incorrect trials. This is a useful control condition.

Figure 5B also shows (middle) the parameter estimates for the correlation of activations with \(\Delta I\) when all trials were included in the regression rather than being separated into correct and error trials. The effects were in general smaller (middle) for the regression of the BOLD signal on \(\Delta I\) when all the trials were included, and this is due at least in part to the different effects found on correct and error trials, which tend to cancel each other when all trials are included in the regression. Thus a difference in the correlations with \(\Delta I\) for correct versus error trials appears to be a sensitive measure for a brain area involved in decision-making, although as shown in Fig. 5B, a correlation of the BOLD signal with \(\Delta I\) using all trials is also likely to be a useful indicator and implicates especially medial prefrontal cortex area 10 in the choice decision-making process. In fact, as shown by the dotted line in Fig. 4B, when all trials are combined independently of whether they were correct or error trials, the BOLD signal is expected to increase with \(\Delta I\). This is due to the fact that there are fewer error trials as \(\Delta I\) increases and that activity in the winning attractor tends to dominate the BOLD signal, which is a conclusion to be made from the model. Thus the high parameter estimate for \(\Delta I\) for the medial prefrontal cortex area 10 is an indication that this area is especially involved in the type of decision-making investigated here, choice decisions between different reward values.

An implication is that a sensitive criterion for identifying areas of the brain involved in decision-making is a higher activation on easy than on difficult trials and that this will be especially evident when only correct trials are included in the analysis. A further signature is that the activations are expected
to increase with $\Delta I$ on correct trials and to decrease on error trials with $\Delta I$. Part of the reason that activations are higher with larger $\Delta I$ with all trials included is that these trials will mostly be correct, whereas difficult trials, with lower values of $\Delta I$, will include more error trials.

**Discussion**

The spiking network model predicts probabilistic decision-making with larger neuronal responses in the winning attractor on correct than on error trials because the spiking noise-influenced decision attractor state of the network is consistent with the external evidence, and this neuronal activity in turn predicts larger BOLD responses on correct than error trials in brain regions involved in making choices. Moreover the model predicts that the neuronal activity in the winning attractor and the BOLD response will become larger on correct trials as $\Delta I$ increases and confidence increases and will become smaller in the winning attractor as confidence decreases on error trials as $\Delta I$ increases. If the winner is that for the correct choice, then the firing rate will be higher with increasing $\Delta I$ as then the external evidence, the incoming firing rates, will be higher for this attractor than for the losing attractor, and as $\Delta I$ increases, will increase the firing rates more and more for the winning attractor. On the other hand, if the incorrect attractor wins on a particular trial, then the incoming evidence will provide weak support for the winning (incorrect) attractor and will instead tend to increase the relatively low firing rates of the losing (correct) attractor, which in turn through the inhibitory interneurons will tend to decrease the firing rates further as $\Delta I$ increases in the winning but incorrect attractor. These results of these effects are shown in Fig. 3A.

In this situation, the model is very useful, because it includes synaptic currents and firing rates, it is possible to predict from these the BOLD signal by convolution with the hemodynamic response function. However, on correct trials, as $\Delta I$ increases, the firing rate of the winning (correct) population increases but of the losing (incorrect) population decreases as shown in Fig. 3A, so the model is needed to show which effect dominates the BOLD response, and it is found to be the increase in the high firing rate attractor state that dominates the BOLD signal rather than the decrease in the low firing rate state in the losing attractor, as shown in Fig. 4B. Similarly, on incorrect trials as $\Delta I$ increases, the firing rate of the high firing rate incorrect attractor will decrease and of the low firing rate correct attractor will increase, but the net effect predicted for the BOLD signal is a decrease as $\Delta I$ increases (see Fig. 4B). The model makes qualitatively similar predictions from the synaptic currents, and indeed for this model of cerebral cortical dynamics, the firing rates of the neurons are linearly related to the synaptic currents in the NMDA, AMPA, and GABA receptor-activated ion channels (Rolls and Deco 2010; Rolls et al. 2010a).

We note that predictions about the neuronal firing rates, the synaptic currents though the NMDA, AMPA, and GABA receptor activated ion channels, and thus the BOLD signal, are possible using this type of “mechanistic” model (Rolls and Deco 2010). Any predictions made from the accumulator, counter, or race models of decision-making in which noise influences the accumulation of evidence (Carpenter and Williams 1995; Kiani and Shadlen 2009; Ratcliff et al. 1999; Smith and Ratcliff 2004; Vickers 1979; Vickers and Packer 1982) are very indirect, as biological mechanisms are not implemented in such models, although there have been extensions to make them more comparable with the underlying biology (Bogacz et al. 2006; Mazurek et al. 2003; Usher and McClelland 2001). Indeed in such accumulator models, a mechanism for computing the difference between the stimuli is not described, whereas in the current model, this is achieved by the feedback inhibition included in the attractor network.

Second, in the current model, the decision corresponds to high firing rates in one of the attractors, and there is no arbitrary threshold that must be reached. Third, the noise in the current model is not arbitrary but is accounted for by finite size noise effects of the spiking dynamics of the individual neurons with their Poisson-like spike trains in a system of limited size (Rolls and Deco 2010). Fourth, attractor network models inherently implement a short-term memory by their continuing firing once one attractor has won, and this provides a natural mechanism for maintaining the decision while actions can to taken to implement the decision to obtain the goal (Rolls and Deco 2010). Fifth, although both accumulator and the present integrate-and-fire neuronal attractor network models can be described as implementing a diffusion process when close to the bifurcation (Roxin and Ledberg 2008), the accumulator models are linear, whereas the attractor network model because of the positive feedback in the recurrent connections and the neuronal nonlinearities is nonlinear and captures better nonlinear effects in decision-making (Rolls and Deco 2010). In this context, we note a different approach to decision confidence that involves linear integrators (Moreno-Bote 2010) and also a Bayesian approach that refers to decision confidence (Beck et al. 2008). In contrast, in the present approach, we show how decision confidence is encoded as an emergent property of the operation of the noise-influenced nonlinear decision-making process implemented by an integrate-and-fire attractor network on correct versus error trials as $\Delta I$ changes. Another approach taken to decision-making, in this case about the value of actions, was to surmise that the difference in the value of the two inputs might be a signature of a decision-making process and then to search for voxels in the brain that correlate with this (Wunderlich et al. 2009). In contrast to that approach, the present approach is based on a biologically plausible model of the decision-making process itself and makes clear predictions, tested and confirmed by an fMRI investigation, that the BOLD signal increases with $\Delta I$ in decision-making areas of the brain on correct trials and decreases with $\Delta I$ on error trials as an emergent property of the decision-making process as it occurs in the brain.

The increase of the firing rate of the neurons in the winning attractor with $\Delta I$ on correct trials, and the decrease of the firing rates of the neurons in the winning attractor with $\Delta I$ on error trials is shown here for the first time with the network operating in the multistability regime and echoes what is found when the spontaneous state is not stable when the decision cues are applied (Wang 2002). A new point we now make is that it is a fascinating and important property of this biologically based model of decision-making that decision confidence on correct versus error trials is an emergent property of the neuronal decision-making mechanism in that decision confidence is closely related to $\Delta I$ on correct versus error trials (Petrusic and Baranski 2009; Vickers 1979; Vickers and Packer 1982).
Neuronal data consistent with this have been recorded by Kiani and Shadlen (2009) in the posterior parietal cortex during a perceptual decision-making task, and neurons in the rat orbitofrontal cortex that respond on correct trials with firing rates that increase with $\Delta I$, that is with confidence (Kepecs et al. 2008), may also be consistent (Insaiboat et al. 2010; Rolls and Deco 2010). The findings described here that in areas such as the medial prefrontal cortex, posterior and subgenual cingulate cortex, and DLPFC, implicated by other studies in choice decision-making (Boorman et al. 2009; Burgess 2000; Grabenhorst et al. 2008; Hayden et al. 2008; Heekeren et al. 2004; Kim and Shadlen 1999; McCoy and Platt 2005; Preuschhof et al. 2006; Rolls and Grabenhorst 2008; Rolls et al. 2010b), BOLD activations increase with $\Delta I$ and thus confidence on correct trials and decrease on error trials, provide strong support for the approach. [We note that the area of the medial prefrontal cortex that we have identified in this and other studies (Grabenhorst et al. 2008; Rolls and Grabenhorst 2008; Rolls et al. 2010b) as being related to reward-related decision-making is in the medial prefrontal cortex area 10 just anterior to the orbitofrontal cortex, and the correspondence between this area and the “orbitofrontal" recording sites in the rat of Kepecs et al. (2008) is not clear.] We also note that the particular brain areas implicated in taking different types of decision are different, even though the underlying mechanism at the local neuronal network level may be similar (Rolls and Deco 2010). For example, in this paper, the fMRI investigation involved choices between rewards in which the ventral medial prefrontal cortex is especially implicated (Grabenhorst et al. 2008; Rolls and Grabenhorst 2008; Rolls et al. 2010a,b), whereas for example choices about the direction of visual motion involve parietal cortex areas (Kiani and Shadlen 2009). The findings also provide a firm theoretical foundation for the use of an increase in the fMRI BOLD signal as decision easiness ($\Delta I$) increases to identify brain areas involved in decision-making (Heekeren et al. 2004, 2008) but extends that by proposing that an additional signature is that the firing rate in the winning attractor and the BOLD signal increase with (increasing values of) $\Delta I$ on correct trials but decrease with $\Delta I$ on error trials.

An important control point is that activity in the mid-orbitofrontal cortex that was not implicated in choices between the odors but that did have activations related to the pleasantness of the odors (Rolls et al. 2010b) did not show different activations on correct versus incorrect trials in the present study and did not have activations that increased with $\Delta I$ on correct trials and decreased with $\Delta I$ on error trials and thus were not related to confidence. This is what is predicted for a brain area not involved in binary choice decision-making and its emergent property confidence but in representing pleasantness on a continuous scale, which is likely to be a precursor and prerequisite for choice decisions about pleasantness (Grabenhorst et al. 2008; Rolls and Grabenhorst 2008; Rolls et al. 2010a,b). We note that $\Delta I$ is not related in any simple way to the pleasantness of the second odor, presented at the onset time for the fMRI analyses described here. Instead $\Delta I$ is the absolute value of the difference in the pleasantness of the first and second odors, and this could be high if the second odor is much less pleasant than the first.

The research described here is the first we know that shows how the firing rates of the neurons in the winning and the losing attractor change approximately linearly with $\Delta I$, i.e., with the easiness of the decision, on correct and on error trials with attractor networks operating in the multistable regime. The research also makes the link to decision confidence, providing evidence that decision confidence is encoded as an emergent property of the operation of the decision-making process on correct versus error trials as $\Delta I$ changes. The research also shows how the decision and hence reaction times are expected to vary with $\Delta I$ on correct and on error trials, provides a clear account of the computational basis of this effect, and indicates that the somewhat longer decision times on error than on correct trials could make some contribution to the smaller fMRI BOLD signal on error trials. The research is also the first to predict that the fMRI BOLD signal will increase approximately linearly with $\Delta I$ in decision-making areas of the brain and decrease approximately linearly with $\Delta I$ on error trials. Moreover, these predictions have a firm and clear theoretical foundation and are fully understandable in terms of the statistical mechanics of the attractor systems implemented in integrate-and-fire networks that we describe (Rolls and Deco 2010). The research is also the first we know to test these predictions in an fMRI investigation and has shown, in brain areas implicated by other evidence in taking the choice decisions, that the BOLD signal does increase on correct trials and decrease on error trials as $\Delta I$ increases. The fMRI investigation and analyses thus provide strong support for this theory of choice decision-making in the brain (Rolls and Deco 2010). Moreover the research goes beyond this by showing that these characteristic signatures of the BOLD signal in a choice decision-making brain system are not found in other areas such as the mid-orbitofrontal cortex in which the continuous-valued reward evidence for the decision is represented (Rolls 2005, 2010), as shown by the correlation of the BOLD signal there with the pleasantness ratings of the stimuli.

Finally, the present work provides a unifying approach (Rolls 2008; Rolls and Deco 2010) to decision-making and decision confidence and to how spiking-related noise in the brain affects choice, confidence, synaptic and neuronal activity, and fMRI signals, and how these relate to correct versus incorrect performance. In this paper, we have investigated choice mechanisms between rewards, and the results implicate especially the medial prefrontal cortex area 10 in this (see also Rolls et al. 2010b). It is suggested that decision-making categorization effects found in other brain areas [area LIP about global visual motion (Churchland et al. 2008; Gold and Shadlen 2002, 2007; Shadlen and Newsome 1996); DLPFC] and ventral premotor cortex about the intensity of odors (Rolls et al. 2010b); the ventral premotor cortex about the frequency of vibrotactile stimuli (Deco et al. 2009; Romo and Salinas 2003) operate by a similar noise-influenced attractor mechanism that effectively encodes decision confidence (Rolls and Deco 2010). Moreover the approach generalizes to other processes implemented by attractor networks in the brain including memory recall, and indeed we propose that confidence in a recalled memory when the recall is correct or in error is an emergent property of the memory recall process (Rolls 2008; Rolls and Deco 2010) in the same way as that described here.
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