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Short-term synaptic depression (STD) is a form of synaptic plasticity that has a large impact
on network computations. Experimental results suggest that STD is modulated by cortical
activity, decreasing with activity in the network and increasing during silent states. Here,
we explored different activity-modulation protocols in a biophysical network model for
which the model displayed less STD when the network was active than when it was silent,
in agreement with experimental results. Furthermore, we studied how trains of synaptic
potentials had lesser decay during periods of activity (UP states) than during silent periods
(DOWN states), providing new experimental predictions. We next tackled the inverse
question of what is the impact of modifying STD parameters on the emergent activity
of the network, a question difficult to answer experimentally. We found that synaptic
depression of cortical connections had a critical role to determine the regime of rhythmic
cortical activity. While low STD resulted in an emergent rhythmic activity with short UP
states and long DOWN states, increasing STD resulted in longer and more frequent UP
states interleaved with short silent periods. A still higher synaptic depression set the
network into a non-oscillatory firing regime where DOWN states no longer occurred. The
speed of propagation of UP states along the network was not found to be modulated
by STD during the oscillatory regime; it remained relatively stable over a range of values
of STD. Overall, we found that the mutual interactions between synaptic depression and
ongoing network activity are critical to determine the mechanisms that modulate cortical
emergent patterns.
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INTRODUCTION
The cortical network is permanently active. Recurrent connec-
tions within cortical microcircuits, as well as connectivity with
thalamus, hippocampus, interareal, and with other nuclei assure
a constant bombardment of synaptic activity in any cortical
state. Local cortical synaptic transmission exhibits different forms
of plasticity, one of them being short-term synaptic depression
(STD). STD can be defined as the decrease in the postsynaptic
potentials following repetitive stimulation of a synapse. This pro-
cess is directly related to the probability of release [for a review
see Zucker and Regehr (2002)], and is a property of numerous
intracortical synapses both excitatory and inhibitory (Thomson,
1997; Galaretta and Hestrin, 1998; Varela et al., 1999). STD has
been reported in the cerebral cortex in vitro (Gil et al., 1997;
Tsodyks and Markram, 1997; Varela et al., 1997; Thomson and
Bannister, 1999; Reig et al., 2006). Both thalamocortical and
intracortical synaptic connections from different areas of the cor-
tex also exhibit STD in vivo (Chung et al., 2002; Petersen et al.,
2003; Boudreau and Ferster, 2005; Reig et al., 2006; Reig and
Sanchez-Vives, 2007; Stoelzel et al., 2008), although differences
between in vivo and in vitro have also been reported (Borst,
2010).

Experimental and theoretical studies have suggested that STD
plays various critical roles in cortical information processing.
Some of these roles refer to sensory processing including visual
cross-orientation suppression (Lauritzen et al., 2001; Carandini
et al., 2002; Freeman et al., 2002), temporal characteristics
of visual responses (Chance et al., 1998), sound localization
(Cook et al., 2003), and adaptation to repetitive visual (Nelson,
1991a,b,c; Müller et al., 1999) and tactile (Chung et al., 2002)
stimuli. Rather general functions in circuits include automatic
gain control (Dayan and Abbott, 2001), network stabilization
(Varela et al., 1999), synchronization (Tsodyks et al., 2000), cen-
tral pattern generation (Manor and Nadim, 2001; Manor et al.,
2003), time computation (Loebel and Tsodyks, 2002; Grande
and Spain, 2005), response anticipation (Puccini et al., 2007) or
termination of UP states (Holcman and Tsodyks, 2006).

It has also been found experimentally that synaptic depres-
sion is lesser in vivo than in vitro, at least in some cortical areas
(Sanchez-Vives et al., 1998, 1999; Boudreau and Ferster, 2005).
Experimental results suggest that in a constantly active corti-
cal network, the ongoing activity has a modulatory impact on
STD (Reig et al., 2006), while the quantity of neurotransmit-
ter released at each synapse increases with disuse (Murthy et al.,
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FIGURE 2 | Different patterns of network activity given by different

Na+-dependent K+ conductances gKNa. Left column, excitatory synaptic
connections depressed (fAMPA,NMDA

D = 0.9); right column, excitatory and

inhibitory synaptic connections depressed (fAMPA,NMDA,GABAA
D = 0.9). Inset

figures show the last 5 s of each simulation, respectively. From top to
bottom, low activity to high activity with firing frequencies during UP states
for the left (right) panel of 0(0) Hz, 12(11) Hz, 17(18) Hz and 30(30) Hz,
respectively.

illustrated in Figure 3 for the presynaptic stimulation frequencies
of 5, 10, and 20 Hz; average standard errors are of 2.0% at 5 Hz,
1.5% at 10 Hz, and 0.9% at 20 Hz.

Mechanistically, it is important to note that the absolute ampli-
tude of the EPSP (average of amplitudes of the EPSPs) is smaller
while the activity in the network increases, and that this difference
is reduced as a function of the frequency of the stimulation, being
25, 15, and 1% smaller at 5, 10, and 20 Hz respectively for the
modification of the K+ reversal potential, and 59, 48, and 21%
smaller at 5, 10, and 20 Hz respectively for the modification of
gKNa conductance.

In the experimental data from Reig et al. (2006), synap-
tic depression decreased with cortical ongoing activity while it
increased whenever the cortical network was silent. This relation-
ship was true both for cortical slices [Figures 2 and 3 in Reig et al.
(2006)] and for in vivo recordings [Figures 4 and 5 in Reig et al.
(2006)]. Results from the cortical slices in vitro are more amenable
to compare with our model simulations both because they are an
isolated cortical network and because the frequencies of presy-
naptic stimulation used have been the same (5, 10, and 20 Hz).
In the model, STD also decreased with activity in the network,
both when activity was regulated by the potassium reversal levels
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FIGURE 3 | Modulation of synaptic depression by network activity.

Normalized EPSPs amplitudes evoked by regular current injection.
(A) Three different levels of activity by changing the K+ reversal potential:
silent network (red line), regular network activity (pink line), and more
active network (blue line); and, (B) seven different levels of activity by
changing the gKNa conductance from E-I (1.83 mS/cm2) to E-VII
(0.26 mS/cm2) (reference line colors at the bottom of the figure). Panels a, b,

c represent the normalized PSPs amplitudes when only excitatory synaptic
connections were depressed, and panels d, e, f when excitatory and
inhibitory connections were depressed at the stimulation frequencies of
5, 10, and 20 Hz, respectively. Lines were plotted using cubic splines. At all
the stimulation frequencies there is less STD while the network is active than
with low or none activity. Average standard error: 2.0% at 5 Hz, 1.5% at
10 Hz, and 0.9% at 20 Hz.

(Figure 3A) or by changes in the IKNa conductance. Not only in
the experiments but also in the model, repetitive stimulation of
the presynaptic input was carried out for at least 20 s and the mag-
nitude of the STD was similar. In particular, in silent slices, 20 s
of presynaptic stimulation at 5 Hz induced a PSP decay to 70%
of the control value, almost identical to the one in the model. In
the presence of activity in the network, both in the slices and in
the model, STD became negligible. For a frequency of stimulation
of 10 Hz and 20 Hz, experimental STD in silent slices decreased
synaptic potentials to 50% and 30%, respectively, virtually the
same values to the ones in the model. In the presence of rhythmic

activity, the synaptic potentials only decayed to 80% and 45%,
respectively. This “recovery” of synaptic depression was within the
range of the values reached in the model. For higher levels of net-
work activity, STD could be decreased even more, in particular
when the gKNa was reduced (Figure 3B).

From this first section, therefore, we first conclude that global
activity in the network can be robustly modulated by small
changes in ionic conductances. Second, when the network is
silent, synaptic depression is up-regulated, while the activity in
the network decreases it. This finding suggests that information
transmission in an active network is more secure and repetitive;
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and high frequency stimuli can be transmitted reliably and with-
out strong decays.

SYNAPTIC DEPRESSION IN UP VERSUS DOWN STATES
The results presented above demonstrated that ongoing activity
in the network decreases STD during spontaneous activity in the
model network, in agreement with the experimental observations
(Reig et al., 2006; Reig and Sanchez-Vives, 2007). To reinforce
these results, a natural question was to explore, in the model,
whether there was a difference between transmission during UP
and DOWN states. As explained in Protocol II (see Materials
and Methods), presynaptic action potential firing (5 spikes at
50 Hz) was induced in the model network. The interval was 1 s ±
100 ms random variation. On a target—postsynaptic (monosy-
naptic connection) neuron, randomly chosen at the beginning of
each simulation, the amplitude of the evoked EPSPs was deter-
mined both during an UP and DOWN state, and normalized to
the amplitude of the first EPSP in the train. Those trains in which
the five EPSPs did not occur totally, either in a DOWN or in an
UP state, were ignored.

All trains of EPSPs occurring during DOWN (UP) states for a
period of 30 s were averaged. Normalization with respect to the
amplitude of the first EPSP in the train (averaged for each train
and each simulation) revealed that STD was consistently larger for
trains of EPSPs occurring during DOWN states than during UP
states (Figure 4). This result holds true both for the case when
only excitatory connections are depressed (AMPA and NMDA,
Figure 4A), and when all the synaptic connections are depressed
(AMPA, NMDA, and GABAA, Figure 4B). This computational
result, obtained with average standard errors ranging from 5.1%
to 8.7%, is proposed here as a prediction for experimental results,
and has implications with respect to the information transmission
during UP versus DOWN states that will be discussed below.

An interesting result is obtained if we average the amplitude of
EPSPs across all trains and simulations, distinguishing between
UP and DOWN states. We found that the amplitude of EPSPs is
greater in DOWN states than in UP states (Figure 4C); that is, the

amplitude of EPSPs is larger during DOWN states than during
UP states. This holds true mainly for the first EPSP in the train,
since the larger depression during DOWN states leads to values of
the ratio between amplitudes close to 1 by the end of the train. As
found in the previous section, there is no difference in the ratio
of amplitudes between the fully (AMPA, NMDA, and GABAA)
depressed network and the network with only excitatory synaptic
depression (AMPA and NMDA).

IMPACT OF SYNAPTIC DEPRESSION ON THE SLOW RHYTHMIC
PATTERNS
So far we have shown that network activity has an impact on
synaptic depression, but our next goal was the reciprocal problem:
does synaptic depression have a remarkable effect on the emer-
gent activity? This finding was achieved by investigating the
patterns of emergent activity in a cortical network with differ-
ent levels of synaptic depression, see Protocol III in Materials
and Methods. STD was varied by modifying the depression factor
fD in the model (Dayan and Abbott, 2001). Increasing synap-
tic depression by decreasing the depression factor fD induced
longer UP states, while DOWN states became shorter (Figure 5).
Consistently across trials, there always exist a f ∗

D ∈ (0.75, 0.85)

where the network activity exhibits a bifurcation in which rhyth-
mic oscillations disappeared, and neurons entered into a non-
oscillatory regime for fD < f ∗

D . We segregate our analysis in these
two different regimes.

Not only the amplitude and frequency of the oscillations were
affected by changes in the factor fD, but the propagation of activ-
ity in the network was affected too. For a moderate level of
depression (fD ≥ 0.85), the number of neurons recruited grew
exponentially in time, while in the non-oscillatory regime or high
levels of depression (fD ≤ 0.75), the shape of the curve exponen-
tially decreased and the time it took for all neurons to fire at
least one spike was 4–5 times faster than in the oscillatory regime
(see last column of Figure 5). For intermediate levels of depres-
sion (0.75 ≤ fD ≤ 0.85), the effect was intermediate as well: the
histogram is U-shaped. In this parameter region, the network

FIGURE 4 | Input/Output relationships during UP versus DOWN states.

Normalized PSPs amplitude during an UP state (pink line) or during a DOWN

state (blue line). (A) Network with only excitatory neurons depressed and
(B) Network with all connections (excitatory and inhibitory) depressed.
An average of 165 trains of 5 spikes at 50 Hz during a DOWN state and
55 trains during an UP state shows that, for all the five spikes in the
train, the normalized evoked PSP amplitude is higher during an UP state

than during a DOWN state (average standard error = 5.1%(8.2%) during a
DOWN state for A and B, respectively, and 6.9%(8.7%) during an UP state
for A and B, respectively). (C) Proportion between the average of amplitudes
of the EPSPs during DOWN state compared with the average of amplitudes
of the PSPs during UP state. Blue line: network with only excitatory
synaptic depression; pink line: network with synaptic depression in all
connections.
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FIGURE 5 | Network activity modified by the amount of short-term

synaptic depression in the excitatory connections (each row

represents a different level of STD). Each row represents a level of
depression, from no depression (A) to the highest depression factor we
have tested (F). Left column represents a 20 s simulation for each
depression value; middle column, last 5 s of each of the corresponding
simulations. Last column, histogram for the me it takes for all neurons to
fire the first spike at the beginning of an UP state (randomly chosen).
Increasing synaptic depression increases the duration of the UP states
while decreasing the duration of the DOWN states. At some level of
synaptic depression, between 0.75 ≤ fD ≤ 0.85 (from row D to row E), the
network activity changes drastically from an alternating UP state / DOWN
state regime to a non-oscillatory regime. The time it takes for all neurons to
fire one spike is faster during this last regime.

undergoes the bifurcation from the rhythmic oscillations to the
non-oscillatory state.

We found that the firing rate of the network over a 20-s sim-
ulation is basically maintained in each regime (see Figure 6A),
being on average 9.6 Hz for the oscillatory regime and 11.6 Hz for
the non-oscillatory regime. As for the wave propagation speed,
during the oscillatory regime the propagation is basically con-
stant (see Figure 6C). In order to draw conclusions, we analyzed
the variation of the wave speed. For a network with this com-
plexity, the standard way to compute the wave propagation speed
becomes difficult to apply; thus we approached this problem with
two different indices (Idist and Iconnect) that provide information
about the real wave speed.

Despite the non-existence of propagation in an UP state
during the non-oscillatory regime, the two propagation indices

are still computable, and we used them to detect bifurca-
tion values. During the oscillatory regime, the wave propaga-
tion speed is maintained until it reaches the bifurcation where
the calculated indices show a drastic increase in the propa-
gation of the wave (Figure 6C). Although it is not shown in
the figure, during the non-oscillatory regime our indices exhib-
ited a wave propagation speed between three and four times
faster than in the oscillatory regime. It is worth noting that
the wave propagation speed is faster when the network has all
connections depressed (Figure 6C; pink line) than when only
excitatory connections are depressed (Figure 6C; blue line). As
mentioned above, it is interesting to observe that the rate and
wave propagation speed present basically no changes during the
oscillatory regime; the change happens only after the so-called
bifurcation.

In order to perform a numerical study of the bifurcation
between fD = 0.85 and fD = 0.75, we took fD as our bifurca-
tion parameter, and ran many simulations of the network activity
between these values. We found that the network activity changes
drastically from an oscillatory regime to a non-oscillatory regime
between fD = 0.77 and fD = 0.76 (see Figure 6D). Due to the
randomness of some of the model parameters, the bifurcation
point changes across simulations. For values of fD higher than
the bifurcation value, we can eventually observe how the strips
in the raster plots (UP states) start to coalesce before they fuse in
a “single strip” of activity after the bifurcation, see for instance
Figures 5 and 6D. We have also checked that, even with a fixed
connectivity, there are still slight variations of the bifurcation
point, due to other random effects (such as initial conditions, for
instance).

Figure 5 also shows that UP states become longer as synap-
tic depression increases until they collapse into a non-oscillatory
regime at around fD = 0.76. The rate and wave propagation speed
also support this last statement since they also change drasti-
cally between 0.76 ≤ fD ≤ 0.77 (Figures 6A and C). Interestingly,
as Figure 6A shows, while fD decreases (depression increases),
the total firing rate remains practically constant. At the same
time, we see that intra-UP-state rates decrease as depression
increases (Figure 6B). A plausible explanation for this is that
synaptic depression reduces the probability of release of neuro-
transmitters resulting in a decrease of the intra-UP-state rate;
on the other hand, the currents responsible for the termination
of the UP states (like IKNa and IKCa currents) increase/decrease
more slowly as synaptic depression gets stronger and so, they
contribute to lengthen the UP state interval (Figure 7). The
two effects counterbalance to give this apparently constant total
rate.

CELLULAR MECHANISMS UNDERLYING CHANGES IN NETWORK
DYNAMICS WITH STD
So far we have described how the increase or decrease of STD
has an impact on the network oscillatory dynamics, which can
go from a non-oscillatory state (for high values of STD) to an
oscillatory state of progressively shorter UP states (for low values
of STD). These changes in oscillatory dynamics emerge from the
combination of mechanisms integrated in the neurons and their
functional connectivity. In order to explore in detail some of these
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